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0.1 Main Formulas and Ideas (?7)



Part 11
My Theory of Polarons

1 Physics Behind Polarons

1.0.1 Concept of Polarization for Polarons

(777 see note on ED, I'll write what is it??? how exactly it is introduced???)

1.0.2 When Electron-Phonon Coupling is Large

(77?7 this determines the model that can be used. but how to know, what is it from other
experiments or from other theory?)

1.0.3 Requirement of Being Semiconductor to Have Polarons

(77?7 why exactly semiconductors are assumed???)

2 Main Models of Polarons

(see Alexandrov, Mott for now)

3 Numerical Simulation of Polarons

(there are references in Alexandrov, Mott, but it is a complicated topic...)

4 Experimental Consequences of Polarons

(see Alexandrov, Mott for now)
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Part IV
Well-known and Important Theories

5 Polarons and Bipolarons by Alexandrov, Mott

5.1 Introduction

(here, explanation is not clear, one needs to read original works to figure out what is meant
here. It is a very very bad introduction.)

The concept of polarons was first introduced by Landau (1933). If an electron is placed into
the conduction band of an ionic crystal the force on another electron at a distance r from it
would be e?/eyr?. But if the ions did not move the force would be e?/er?, where €, and € are
the static and high-frequency dielectric constants, respectively.

(777777 some assumed properties of a dielectric constant are here. I don’t understand it.
(227))

Thus an electron is acted upon by a potential energy

_62—(6_1; ) (0.1)

Since this is a Coulomb potential, localised states must exist. The electron is 'trapped by
digging its own hole’.

Mott and Gurney (1940) argued that the trapped electron must be mobile but heavy, and
find it remarkable that no such entity had been observed. The concept was treated in much
greater detail by Frohlich (1954), Yamashita and Kurosawa (1958), Sewel (1958), Holstein
(1959), Toyozawa (1961), Eagles (1963), Reik (1963), Friedman (1964), Holstein and Friedman
(1968), Austin and Mott (1969), Emin and Holstein (1969), Emin (1970), the Russian school:
Pekar (1951), Tjablikov (1952), Rashba (1957), Klinger (1961), Lang and Firsov (1962) and
later by many others.

In Holstein’s treatment an electron is trapped by the self induced deformation of two-atomic
molecules. (777)

A Franck-Condon model is used to calculate their quasistatic displacement and the frequency
with which the polaron can move to a neighboring molecule. (what are quasistatic displacement
and the frequency?)

This (in the so-called adiabatic approximation) involves the excitation of both the occupied
and empty molecules to the same energy, so that the electron can tunnel backwards and forwards
between them. (why?77)

This excitation involves an activation energy E,/2, and the excitation can occur through
the action of temperature or zeropoint motion. (how does it involve an activation energy?)

In the former case the polaron moves by thermally activated hopping, with a diffusion

coefficient
E
wa? exp <— Qk‘BpT> (0.2)

where a is the distance between molecules.
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In the latter case, for kT < hw/2 the motion is coherent, the polaron behaves like a heavy

particle with the mass
E

m ~ exp (ﬂp) 0.3)

and with a mean free path determined by the phonon and impurity scattering. (what is a
coherent motion??7)
Here w is the characteristic phonon frequency (how to find out what is it?).
For ionic crystals we may write
e? (6*1 — € 1)

E=———— 0/ (0.4)

Tp

where 7, is the radius of the volume within the wave function trapped by the lattice deformation
(polaron radius). (mean radius?) This can be greater than or comparable with the lattice
constant a.

It is of course possible that the process described only leads to a small phase shift in the
wave function at each hop if E, < h?/ma?, where m is a rigid band mass. (he just wrote that
there is diffusion and hopping, so why there could be only phase shifts???)

The polaron is than called ’'large’, and can be described as a free particle moving in an
elastic continuum.

The most sophisticated treatment of the large or ’continuum’ polaron is due to Feynman and
co-workers (1962) (they calculated some impedance, I don’t understand what is it?) following
that given by Pekar (1951) and Frohlich (1954) (777 I'll read these papers later).

This treatment leads to a mass enhancement, but not to a hopping conduction (77 why not
to it?? read that articles??) or to a narrow polaron band (how could it be?).

It is in this sense that we use the term ’large polaron’. Some authors used the term ’large’
to describe only situations where (e7' — ;') is considerably less than unity (why?).

But even this is by no means the case of large polarons if the bare electron band is sufficiently
narrow (why?77).

For non-ionic materials (elements) (which?), large polarons in our sense do not exist.

If we take the Holstein model with the phonon coordinate = (molecular deformation) which
lowers the electron energy by zw./2M E, (why???7), then the deformation region of the size r,
with one localised electron in it costs the energy

(777 T have no idea what happens here, I'll better read original articles)

Mwa? 17,3
— 2w\/2ME, + ‘;x (ﬁ) . (0.5)
a

Minimising it with respect to the displacement one obtains

2k, ([ a 3
Lo =\ w2 (a) (0.6)
and the minimum
h? a\®
FE =———-F | — 0.7
(70:) = s = B () 07)

The energy has a minimum for r, = 0; therefore the electron collapses into a point at
any value of the polaron binding energy F,. In fact r, is restricted from below by the lattice

constant a. Therefore there is a critical value of the coupling constant A\ = £, %
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Ae =1 (0.8)

No polarons are formed in the weak coupling region A < A.(r, = 00), and only small
polarons (7, = a) exist in the strong-coupling regime A > A..

The concept of a small polaron was first applied to an electron or hole in a nonmetal (e.g.
in alkali halides). For the new superconductors our model is of course that of a degenerate gas
of small polarons or bipolarons which are also degenerate below T, and nondegenerate above.
The bound state of two large polarons on an elastic polarisable continuum (large bipolaron)
was introduced by Vinetskii and Giterman (1957) using a variational approach. Vinetskii and
Pashitskii (1983) also discussed low-dimensional large bipolarons with disklike morphology and
the possibility of their Bose-Einstein condensation. In ionic crystals the polarization wells and
wave functions of macroscopic (large) bipolarons with the radius rg > a, where a is the lattice
constant, overlap strongly and this should result in their dissociation if the
carrier density is sufficiently high n > 10?° cm™. However at low density (less than 10'® cm™3)
a gas of large bipolarons can be condensed below some critical temperature T, without any
overlapping of the polarization wells. Eagles (1969) examined a possibility of explaining the
superconductivity of SrTiOs through such particles.

The concept of a small on-site localised bipolaron was introduced by Anderson (1975) and
by Street and Mott (1975). It was applied to glassy semiconductors (chalcogenide glasses)
to explain their magnetic and electric properties. Small bipolarons different from those were
identified by Lakkis et al (1976) in 79,0 and Ty ,V,O;. These are inter-site small bipo-
larons, which are bound states of two T3 ions stabilised by a large lattice distortion. At low
temperatures they form a charged ordered state and are immobile. Chakraverty (1981) dis-
cussed bipolarons in connection with superconductivity, but considered that bipolarons would
be immobile and therefore inactive as superconducting carriers.

The introduction of small mobile bipolarons and small polarons into the theory of supercon-
ductivity dated from the work of Alexandrov and Ranninger (1981a,b) and Alexandrov (1983),
respectively. Many authors applied the BCS approach to describe the behavior of materials
with strong interaction, so that the electron-phonon coupling constant A increases (for review
see Scalapino (1969)). The new point is that A ~ 1 is the condition for polaron formation, and
it is shown that for a value of A in the neighborhood of unity there is a fairly sharp transition
to a situation in which all the carriers form small polarons. The electron band collapses into
a narrow smallpolaron band (half bandwidth w < w) so that the gap extends across the whole
Fermi distribution. The discovery of the new superconductors by Bednorz and Miiller in 1986
lead to renewed interest in the bipolaronic superconductivity. We consider bipolarons as a key
element for the understanding of the high- 7. phenomenon. Most of the experimental work
has been in copper oxides, for which there is convincing evidence that the carriers are small
polarons and bipolarons (Alexandrov and Mott (1994)).

In this book single-particle and cooperative properties of selflocalised carriers on a lattice are
discussed at a fairly basic level with an emphasis on developments of the strong-coupling theory
of superconductivity. Polaron and bipolaron formation provides a number of new physical
phenomena both in the normal and superconducting ntates. Highly non-adiabatic motion of
selftrapped carriers results in fundamental difference of low mobility conductors compared with
simple metals and BCS superconductors.

The book starts with a single polaron problem. Both large and small polarons are discussed
in Chapter 1. In the second Chapter the bipolaron formation is considered in ionic and atomic
solids. The canonical theory of the electron-phonon interaction in metals is discussed in Chapter
3. In Chapter 4 we introduce the multi-polaron problem. Polar doped M O 11 milto described in
Chapter 5. In chapter are We pay perconductivity and CDW in the strong coupling regime. far
special attention to a charged Bose gas (CBG) in Chapter 7 as a simple but /¢ maching model
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explaining many thermodynamic and kinetic properties of highthe the textreonductors. A
discriminating selection of clear-cut experiments confirming correstence of mobile small polarons
and bipolarons is presented in Chapter 8. In conclusion we suggest an overview of the high- T,
problem.

5.2 1 Large and small polaron

5.2.1 How to know, which type of polaron is present?

5.2.2 1.1 Strong-coupling large polaron

Theory

This book is about cooperative properties of self-trapped carriers in solids with strong
electron-lattice interaction. To approach the many polaron problem we first discuss a single
electron interacting with the lattice deformation.

The simplest case studied by Pekar (1946) is a free electron interacting with the dielectric
polarisable continuum, described by the static ¢y and the optical (high frequency) dielectric
constant e.

This is the case for carriers interacting with optical phonons in ionic crystals under the
condition that the size of the self-trapped state is large compared with the lattice constant so
the lattice discreteness is irrelevant.

Describing the ionic crystal as a polarisable dielectric continuum one should keep in mind
that only the ionic part of the total polarisation contribute to the polaron state. (how it could
be otherwise??)

The interaction of a carrier with valence electrons responsible for the optical properties is
taken into account with the Hartree-Fock periodic potential and included in the band mass m,
Chapter 3 (? T'll think later, how it is done?).

Therefore only ion displacements contribute to the self-trapping.

Following Pekar we minimise the sum E(v)) of the electron kinetic energy and the potential
energy due to the self-induced polarisation field

Bw) = [ e [urtr) (-3 ) vl — PO - D) (1)

2m
where

o ()
Dir) = eV/dr e (12)
in the electric field of an electron in the state with the wave function ¢ (r) and P is the ionic
part of the lattice polarisation.

(7777 1 write better, which idea is assumed here??7?)

Here and further we set h = ¢ = kg = 1 unless specified otherwise.

Minimising E(¢) with respect to ¢*(r) at fixed P and [ dr|i(r)]> = 1 one arrives at the
equation of motion

(3¢ [P @) 'Y ot = B (13)

v — |

where Fj is the electron part of the ground state energy.
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(Il check the transformation later, maybe it is not that hard)
The ionic part of the total polarisation is given by the definition of the susceptibilities xq
and y

P = (xo—x)D. (14)

(why?77)
The dielectric susceptibilities o and y are expressed through the static and high frequency
dielectric constants, respectively (yo = (g — 1) /4meg, x = (e — 1)/4me) to obtain

D
P=— 1.5
4k ( )

1

1 l—ea.

with k7% =€~
(I need to revise electrodynamics)

Then the equation of motion is

(_V_2 _ i/dr’/dr”]w(r')IQV"r, ! \% ! )1/1(1“) = Egt)(r) (1.6)

2m  Ank —r | —x

Differentiating by parts with the use of the equation VQ% = —4m(r), we obtain

( \V& _e_Q/dr/W(r’ﬂ >¢(r) = Eg(r) (1.8)

2m |t/ —r|

('l check the transformation later, maybe it is not that hard)

(write here the idea better!!! why do we introduce a functional???? what this method is?77?)

The solution of this nonlinear integral-differential equation can be obtained with the help
of a variational minimisation of the functional

J(¢) — %/drlvw(r)\z—;/drdr’hﬂ(r)‘ |¢ (I‘/)| (19)

2mapg v/ — r|

where ap = k/me? is the effective Bohr radius.
The simplest choice of the normalised trial function is

Y(r) = Ae™"/", (1.10)
with
1

[ a3
7TTp

Here we take the volume of the crystal 2 = 1. Substitution of Eq.(1.10) into Eq.(1.9) yields

A=

(1.11)

1
J(¥) :T+§U (1.12)
where the kinetic energy is
1
T = 1.13
2mr? (1.13)

('l check all what is below later, it is a technical part)
To calculate the potential energy U we first integrate in Eq.(1.9) over the angle 6 between
r and r’/

(1.14)

/7r sinfdd 20 (r —1') N 20 (r' —r)

ﬂ|r—r’|_ r r!
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to obtain

3272
map

Here ©(z) = 1 for x > 0 and zero otherwise. With Eq.(1.10) we find

U=—

/0 h drr®?(r) / h dr'r'?* (r') (1.15)

T

5

8mapgry

and the function to be minimised with respect to r, is

1 5
J = — 1.17
() 2mr2  16magr, ( )
As a result, for the polaron radius we obtain
16
ry, = —2 (1.18)
5
and the ground state energy Fy =T + U is
1
Ey = —0.146 1.19
: o, (1.19)

this is the first important result of this model

This can be compared with the ground state energy of the hydrogen atom —0.5m.e*, where
m, is the free electron mass. Their ratio is 0.3m/m.r?. In polar solids 4 < k ~ 20. Then the
large polaron binding energy is below 0.25 eV if m ~ m,. The potential energy in the ground
state is

4
U= AT = 3By (1.20)

The lowest photon energy v, to excite a polaron into the electron band is

Vmin — |E0| . (121)

The ion configuration is not changed during the photoexcitation of a polaron. A lower
activation energy Wy is necessary, however, if the self-trapped state disappears together with
the polarisation well due to a thermal fluctuation

Wy = |Eo| — Uy, (1.22)
where U, is the deformation energy. In ionic crystals
1
Ug = §/drP(r) -D(r) (1.23)
which for the ground state is
2

Therefore the thermal activation energy is

1

The ratio of four characteristic energies for the large strong-coupling polaron is given by
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Wr U Vnin 2 U =1:2:3:4. (1.26)

Different trial functions yield practically the same ground state energy with numerically
different polaron radius. In particular, with Pekar’s choice

W(r)=AL+r/r,+pr?)e /™ (1.27)
one obtains A = 0.12/7“2/2, B = 0.45/7"2 and the polaron radius

r, = 1.51lap (1.28)
The ground state energy is

1
E, = —0.164

. (1.29)

ap

How exactly the strong-coupling large polaron is related to other models?

5.2.3 1.2 Effective mass of large strong-coupling polaron

Theory

(somehow another model appears... why?7?77)

Any polaron in a perfect crystal can move because of the translational symmetry. However,
the dynamical lattice deformation does not follow perfectly well the polaron motion. The
retardation is responsible for the polaron mass enhancement. Within the continuum harmonic
approximation the evolution of the lattice polarisation P(r,t) is described by the harmonic
oscillator subjected to an external force ~ D/k :

P(r,t
AU a;’ ) + P(r,t) =
where w is the optical phonon frequency. If during the characteristic time of the lattice re-
laxation ~ w~! the polaron moves a distance much less than the polaron radius, the polarisation
practically follows the polaron motion. Therefore for a slow motion with the velocity

D(r,t)
47k

: (1.30)

v < wap (1.31)
the first term in Eq.(1.30), responsible for the retardation is a small perturbation. Then

Pr,t) ~ — <D(r, P - m?m) (1.32)

- Arnk ot?

The total energy of the crystal with an extra electron

P*(r,t) + w2 (WY] (1.33)

is determined in such a way that it gives Eq.(1.30) if minimised with respect to P. We note
that the first term of the lattice contribution is the deformation energy Uy, discussed in the
previous section. As follows from Eq.(1.32) the lattice part of the total energy depends on the
polaron velocity and contributes to the effective mass. Replacing the static wave function v (r)

E=E®) —|—27m/dr
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in all expressions for ¥ (r — vt) and neglecting a contribution to the total energy of higher order
than v? one obtains

*,) 2
E=Eo+ U+ m;’ , (1.34)
where
y ! /d D(r) - V*D(r) (1.35)
=— rD(r) - r .
" 127wk
is the polaron mass. The use of the equation
V2D = —4reV|i(r)|? (1.36)
and
VD = —4re|y(r)? (1.37)
yields
= [army (139
m* = .
3wk
Calculating the integral in Eq.(1.38) with the trial function Eq.(1.10) one obtains
m* ~ 0.02a'm (1.39)
where « is the dimensionless constant, defined by Frohlich as
e [m
= —4/=—. 1.40
“ KV 2w ( )

To conclude our discussion of the strong-coupling large polaron let us determine the condi-
tion of its existence. The polaron radius should be large compared with the lattice constant,
rp > a to justify the continuum effective mass approximation for the electron. Then the value

of o should not be very large,
| D
a <K\ —, (1.41)
2w

where D =~ z/2ma? is half of the bare electron bandwidth, z is the lattice nearest neighbor
number. On the other hand the continuum (classical) approximation for the lattice polarisation
is justified if the number of phonons taking part in the polaron formation is large. This number
is of order U/w. The total energy of the immobile polaron and deformed lattice, Eq.(1.34) is
expressed as

E = —0.1090*w (1.42)
and Uy = 0.218c%w. Then « is bounded below by the condition Uy/w > 1, which yields

a? > 5. (1.43)

The adiabatic ratio D/w is of order 10 to 100. In fact in many transition metal oxides
with narrow bands and a high optical phonon frequency this ratio is below 10, which makes
Eq.(1.41) and Eq.(1.43) incompatible. Therefore the large strong coupling polaron is difficult
to realise in practice, and we do not know of any solid in which it has been observed.
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5.2.4 1.3 Frohlich large polaron

Theory

Frohlich (1950), Frohlich et al (1950) and other workers applied the second quantisation
form of the electron-lattice interaction to describe a week-coupling large polaron when o < 1,
so the quantum nature of the lattice polarisation becomes important. The electron potential
energy in a crystal field distorted by phonons is

V(r) = Zv(r—Rl), (1.44)

1

where the interaction of an electron with a single ion is described by the potential v(r). The
distance of ions u; = Ry — 1 from the equilibrium positions 1 is small compared with a lattice
constant a, which allows us to expand v (r — Ry) near equilibrium:

v(r—Ry)~ov(r—1)—u;-Vo(r—1).

The lattice part of the Hamiltonian can be diagonalised with harmonic phonons (see Chapter
3) such, that the ion displacement is a linear combination of their annihilation dy and creation
dIl bosonic operators:

dge' " + h.c. (1.46)

€q
w—S"__%
: % /2N Mg

where ¢ is the phonon momenta in the first Brillouin zone, w, the phonon frequency, M
ionic mass, e, is a unit polarisation vector, and N is the number of ions (sites) in a crystal.
With the help of the Fourier expansion

v(r) = kaeik'r (1.47)

k

the electron-phonon interaction in the second quantization is written as:

1 ,
H._ ), =— Wqdg€'Y" + h.c. 1.48
ph V2N ; v(q) qlq ( )

where the dimensionless matrix element is

Neq-q
V(q) =1 ng Uq
V q
In ionic crystals the interaction v(r) is the Coulomb one with the Fourier component Vg

47 /Qkg* (2 is the crystal volume). Then the coupling with longitudinal (eq4||q) ionic plasmons
1s

(1.49)

. 4 1/2
Naw _y, i <—m ) (1.50)
2N q \QV2mw

where « is the Frohlich constant and w = y/47Ne? /MQk is the ionic plasma frequency.
The complete Hamiltonian including the quantised deformation energy has the form
% ,
H=—o—4> (Vadge'™ + h.c.) + > wq (didq +1/2) (1.51)

2m
q a

The quantum states of the noninteracting electron and phonons are classified with the
electron momentum k and with the phonon occupation numbers <dlldq> =ng=0,1,2,...00.
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For zero temperature the unperturbed state is the vacuum |0) of phonons and the electron
plane wave

1 ik-r
Ik, 0) = 75 0) (1.52)

While the coupling is weak one can apply perturbation theory. The interaction couples the
state Eq.(1.52) with the energy k?/2m and states of a single phonon of momentum q and the
electron of momentum k — q with the energy (k — q)%/2m + w

L ikeq)
k—q,1q) = ﬁel(k D71 (1.53)
The corresponding matrix element is

(k — q, lo| He |k, 0) = V' (1.54)

There are no diagonal matrix elements of H._p,. Then the renormalised energy Ey in the
lowest second order is

-k Val?
L [Val (1.55)
2m 4 (k —q)?/2m+w — k2/2m
As in section 1.2 we consider a slow electron, such as
k< q, (1.56)
where
¢y = min(mw/q + q/2) = vV2mw (1.57)

In this case there is no imaginary part of Ej, which means that the momentum is conserved.
On substituting the expression for Vg, Eq.(1.50), changing the sum over ¢ to integrals, and
taking the upper limit infinity for ¢ one obtains

. K aw [! °° dy
Be=——— [ d 1.
Ton /_1 x/o y? — 2yzk/g, + 1 (1.58)

The integral over ¢ converges because the coupling constant (~ 1/¢q) decreases with g.
Therefore long wave optical phonons contribute mainly to the polaron self-energy. That is not
the case for molecular or acoustical phonons when all states of the Brillouin zone contribute.
Evaluating the integrals one arrives at

B = % - % arcsin (q—i) (1.59)
which for a very slow motion k < ¢, yields
~ 2
By~ —aw+ e (1.60)

Here the first term is the polaron binding energy. The effective mass of the polaron is
enhanced

m* = 1_”;/6 ~m (14 5) (1.61)
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This is due to a phonon cloud accompanying a slow polaron. The number of virtual phonons
Ny, in the cloud is given by taking the expectation value of the phonon number operator

Ny, = <Z dgdq> (1.62)

where bra and ket refer to the perturbed state

Vo

=10+ Y (163

For a polaron at rest (k = 0) one obtains

P
Ny, = —_— 1.64
o < (w+ ¢ /2m)? (1.64)
The value of the integral in Eq.(1.64) is
a

Now = 5 (1.65)

Therefore the Frohlich coupling constant measures directly the cloud ’thickness’. One can
also calculate the lattice-charge density induced by the electron. The electrostatic potential
ep(r) is given by the average of the interaction term of the Hamiltonian

ep(r) = <Z V€'Y dy + h.c.> (1.66)

q

and the charge density p(r) is related to the electrostatic potential by Poisson’s equation

V¢ = —4np (1.67)
As a result
¢* | Vgl coslq - 1]
= 1.68
 2me Z w+ q¢2/2m (1.68)
By integration over ¢ one obtains
3
eqp e~ T
= —— 1.69
)=~ (1.69)

The mean extension of the phonon cloud which can be taken as the radius of a weak coupling
polaron is

rp=q," (1.70)
The total induced charge is

Q- /drp(r) --< (1.71)



5.2 1 Large and small polaron 19

5.2.5 1.4 Intermediate-coupling large polaron

Theory

Many polar materials are in the intermediate regime 1 < o < 10. (why??)

One can approach this regime applying the Lee-Low-Pines (LLP, 1953) canonical transfor-
mation, removing the electron coordinate followed by the displacement transformation (Tjab-
likov (1952), Lee and Pines (1952), Gurari (1953)). (why??)

The latter serves to account for that part of the lattice polarisation which follows the electron
instantaneously.

The remaining part of the polarisation field turns out to be small if the coupling constant
is not extremely large.

(check these statements!)

In the opposite extreme limit, which is Pekar’s strong-coupling regime already discussed one
can construct the perturbation theory by an expansion in descending powers of a (Bogoliubov
(1950)). (read this article, maybe it is a good one!)

Alternatively one can apply Feynman’s path-integral formulation (1955) of quantum me-
chanics to remove the phonon field at the expense of a non-instantaneous interaction of electron
with itself. (do it!l a good exercise)

Here we consider the canonical transformation approach referring the reader to the papers
by Allcock (1962) and Bogoliubov Jr.(1994) for the strong-coupling large polaron theory and
by Schultz (1962) for Feynman’s path integral method, which is also discussed in section 2.3.
(I am not sure how useful is path integral here, so I'll read it later)

A canonical transformation can be written as

[N) = exp(S)|N) (1.72)

where in our case |N) is a single-electron multi-phonon wave function, |N) is a transformed
one, satisfying the Schrodinger equation :

H|N >= E|N > (1.73)

with the transformed Hamiltonian

H = exp(S)H exp(—S) (1.74)

If all operators are transformed according to Eq.(1.74) the physical averages, in particular
the energy remain unchanged. LLP transformation eliminating the electron coordinate from
the Hamiltonian is defined as

SLLP :ZZ(qr)deq (175)
q
In the new representation the phonon operator is

dq = S0P dgeSir = e7iaT (1.76)
and the electron momentum operator is

—iV = —ieSrVeSir = v — 3 qdfdg (1.77)
q
To derive Eq.(1.76) and Eq.(1.77) one can apply transformed operators to the eigenstates
of the phonon-number operator and to the plane waves, respectively. The transformed Hamil-
tonian is therefore
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2m

-t (—iV ) ngdq> + ) (Vadg + hec) +w ) (didg +1/2) (1.78)

The electron coordinate is absent from H. Hence the eigenstates |N) are classified with the
momentum K, which is the conserving total momentum of the system

~ 1 .
|N> — _ezK-r

VQ

where the phonon part of the wave function )]\prh> satisfies to the Schrodinger equation with

Nph> (1.79)

the phonon Hamiltonian

[/ (K - ngdq> + ) (Vadg +hec) +w Y (didg+1/2) (1.80)

2m
q

As follows from the Frohlich perturbation analysis the number of virtual phonons is not
small in the intermediate coupling regime. Therefore one cannot apply the perturbation theory
to H. However, one can remove the essential part of the interaction term from the Hamiltonian
by the displacement canonical transformation

S=>" fla)dq — h.c. (1.81)
q
where the c-number f(q) is to be determined by minimisation of the ground state energy
0Fy
— =0 1.82
9f*(q) (182
The transformed phonon operator is
dq = *dge™ = dq — *(q) (1.83)
which is obtained with the help of the expansion
1
eSdge™ = dy + [dg, S] + 3 [[dgS],S]+ ... (1.84)

Because [dq, S] = —f*(q) is a c-number all terms after the second vanish. From Eq.(1.83) it
follows that exp S displaces ions to new equilibrium positions. Assuming that the transformed
ground state is a phonon vacuum

‘Jffph> _— ’Nph> = o) (1.85)

one finds for the energy Eyx = (0|H|0)

2m 2m

EK:K2 (Vf )+ h.c) +ny ( %+q—2>

+— ( | q-q (1.86)

Taking the functional derivative of Eq.(1.86) to be zero one arrives at
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f(a) [(w—EJrq—Q)Jr%ZIf(q’)IQq-q’ = Vq (1.87)

It is essential in eliminating a large part of the Frohlich interaction that the linear term with

respect to the phonon operators vanishes from H if f(q) satisfies to Eq.(1.87). Introducing a
constant 7 determined as

D @) d =nK (1.88)
q/
one finds a formal solution to Eq.(1.87)
= 4 1.89
Jta) w+q¢?/2m—(1—n)q-K/m (1.89)
and with Eq.(1.86)
s (=) K? [Val”
P _ 1.90
K 2m Zcu—l—q2/2m—(1—77)q-K/m (1.90)

q

The last equation is the same as Eq.(1.55) if n = 0. However, 7 = 0 is not a solution of the
self-consistent equation for 1 which is obtained by substituting Eq.(1.89) into Eq.(1.88)

Vol* q
K =>" - Val . (1.91)
< (W+¢/2m—(1-n)q-K/m)
Integrating gives
- 1—1n%) K? K(1 -
Bz LTmME owg (M) (1.92)
2m K(1—mn) dp
with
aq, 1-nK 1-nK
n(l—n)? = 2;’; (1=n) — arcsin d=mk (1.93)
N R 0
For a slow polaron with K < g, only the term independent of K needs to be retained in 7
a/6
= 1.94
TT 1y a/6 (1.54)
Then the energy up to order K? is
~ K2
EK = —ow + o (195)
where the polaron mass is now
m* =m(1l+ a/6) (1.96)

This result shows that the perturbation theory, Eq.(1.61) can be extended even to a > 1.
Lee, Low and Pines evaluated also the corrections due to the off-diagonal part of the transformed
Hamiltonian H and found that they are below 0.02« for the polaron shift in Eq.(1.95) and
below —0.020%/(1 + «/6) for the effective mass. A lower value of the ground state energy
(approximately by 10%) and heavier effective mass was obtained by Feynman using the path
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integral. The difficulty with the path integral is that the effective action is not quadratic with
respect to the electron coordinate. Therefore to determine an upper bound to the ground
state energy the action was approximated by an effective quadratic action with two variational
parameters. The general conclusion is that for a wide range of o the Feynman estimate of the
ground state energy is lower than that obtained by the canonical transformation. Both the
Feynman variational path integral approach and the LLP transformation are inaccurate for the
strong coupling large polaron, o > 10.

5.2.6 1.5 Small polaron: two-site Holstein model

Theory

When the coupling with phonons increases the polaron radius decreases and becomes of the
order of the lattice constant. Then all momenta of the Brillouin zone contribute to the polaron
wave function and the effective mass approximation cannot be applied. This regime occurs
if the characteristic potential energy E, due to the local lattice deformation is comparable or
larger than the half bandwidth D. The strong coupling regime with the dimensionless coupling
constant

Ep

>1 1.97
D — ( )
is called a small polaron. In general, E, is estimated using the perturbation theory, Eq.(1.55)

A

By =5 > haley (199

for any type of phonons involved in the polaron cloud. For the Frohlich interaction with
optical phonons one estimates

2
B, ~ 10° (1.99)

TR

where ¢q = (672/ Q)l/ % is the Debye momentum. With parameters appropriate for high 7.,

copper oxides €y > €5, >~ b and ¢p ~ O.7A_1, one obtains F, ~ 0.6eV. The exact value of A,
when the large polaron collapses into a small one depends on the lattice structure and phonon
frequency dispersion. The transition occurs around A. ~ 0.5 in the Holstein model (see Section
1.8). Small polarons are expected to be the carriers in high- 7, oxides, which are strongly
polarisible doped semiconductors with rather narrow electron bands (Chapter 8). The band
structure and kinetic properties are drastically different in the small polaron regime compared
with the large polaron as was discussed by Tjablikov (1952), Yamashita and Kurosava (1958),
Sewell (1958), Holstein (1959), and by the Russian school: Rashba (1957), Klinger (1962),
Firsov and co-workers(1962) and others.

The main features of the small polaron are revealed in the simplest Holstein model con-
sisting of only two vibrating molecular sites and one electron between them. Neglecting the
intermolecular coupling the vibration (molecular) part of the Hamiltonian is written as

1 0* Muw?a?
H,p, = ( + ‘””%) (1.100)

oA 92
2M = o; 2

where 75 is the intramolecular coordinate, which is the change of the distance between
two ions of a diatomic molecule on site 1 and 2 , respectively, and M is the relative mass. The
interaction of an electron with two rigid molecules is described by the ’electronic’ part of the
Hamiltonian
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v2
He:—%‘FV(P—ll)—f‘V(r—lg), (1101)

where [, 5 are site coordinates, and the interaction term is

Vier—1)=v(r—-1—a/2) —v(r—1+a/2) (1.102)

in case of the molecules consisting of two ions with the opposite charge and the equilibrium
distance a between them, Fig.1.1.

Fig.1.1. Two-site one-electron Holstein model.

And finally, the electron-phonon interaction with a stretching molecular mode is a linear
function of the displacements

Hopp = — _Z %a% (r—1—a/2) +v(—1+a/2)]. (1.103)

The state of the system is expressed as a linear superposition

v, x1, x0) = Z a; (z1,x2) w (r —1;) (1.104)
i=1,2
of electron wave functions, w(r — 1) each localised about particular molecular site 1 and
assumed to be normalised and orthogonal. If the molecules are separated by a large distance
these Wannier (site) wave functions are molecular orbitals satisfying the Schrédinger equation
for an isolated molecule

v2

where the electron energy of a rigid molecule is taken to be zero. Equations for the a; (x1, z2)
are obtained by substitution of Eq.(1.104) into the Schrédinger equation of the system with the
complete Hamiltonian H, + H._,, + H,, followed by multiplication on the left with w* (r —1;)

and integration over the electron coordinate, r. This procedure gives

1 02 02 Mw? (23 + 3) —
[E"‘ oM <8x% + al‘%> - 21 2 _ 1% MCL)ZL’1:| ay (.%'1,%'2) = —JCLQ (.Thl’g), (1106)

and

1 02 02 Mw? (2% + 3)
[E"‘ oM <85L‘% + al'g) — 21 2 YWV wa2:| a9 (.%'1,%'2) = —J(ll (Ihxg), (1107)
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where

w;/dﬂw(r)ﬁa%[v(r—a/z)+v(r+a/2)] (1.108)

is the dimensionless matrix element of the electron-phonon interaction as in the Frohlich
Hamiltonian, Eq.(1.48). The hopping integral .J is defined as

J = /drV(r)w*(r)w (r—L+1) (1.109)

There are two molecular levels in the noninteracting case, v =0

E E=wxJ

with 2J playing a role of the half bandwidth D in a crystal. The matrix element v is
diagonal with respect to the site index. There is also an off-diagonal matrix element, which is
negligible if the overlap of molecular orbitals is small.

The strong coupling condition A > 1 corresponds to v? > 4.J/w. Two limiting methods are
available for the treatment of the system of two coupled differential equations (1.106,107) in
this strong-coupling regime; the perturbation and the adiabatic approaches, valid in the case
of large or small adiabatic parameter w/.J, respectively.

5.2.7 1.6 Nonadiabatic small polaron

Theory

In the perturbation nonadiabatic approach the lattice moves fast and the electron slow.
Then one can take J = 0 in zero approximation with two degenerate eigenstates a'", corre-
sponding to the polaron ’sitting’ on the ’left’ a’ and on the 'right’ a” molecule, Fig.1.2

M 2
all (x1,22) = exp [_Tw ((ml + \/%) + x%)

sab (z1,29) =0 (1.111)

and

(1.112)

Muw 2
ai (x1,x9) = 0;a4 (1, 22) = exp [——2 <(x2 + \/X/[_) + x%)
w

A4

" @

Fig.1.2. Zero-order deformation of the molecules.



5.2 1 Large and small polaron 25

The electron-phonon interaction leads to the shrinking of the molecular size by the value
v/vVMw and to the lowering of the molecular level by the polaronic level shift

Ex~xw-—-E, (1.113)

We note that the polaronic level shift E, = v?w/2 is independent of the molecular mass.
The first term in Eq.(1.113) is the energy of zero point fluctuations of two vibrating molecules.
In the first order of the perturbation theory

{ ar (1, 2) ] . { aj (55571“2) } L8 { " 0 } , (1.114)

a2 (96’17952) $1,96’2)

Here the coefficients @ and 8 are independent of x; 5. The standard secular equation for £
is obtained by substitution of Eq.(1.114) into Eq.(1.106) and Eq.(1.107) followed by multiplica-
tion on the left with a! (z1,72) and a} (z1, x2), respectively and integration over the vibration
coordinates, 1 2. The result is

E—-w+E, J

det J E—w+E,

—0 (1.115)

with the renormalised hopping integral

i Jf dzy [ dzedl (w1, 20) ab (.1'1,1}2)‘ (1.116)

[ dz [ dxs |} (331,1’2)‘2

The corresponding eigenvalues, F,are

Ei=w—-FE,+J (1.117)

The hopping integral splits the molecular level. The effective "bandwidth’ is significantly
reduced compared with the bare one

J=Je? (1.118)

where g = v/ V2. The origin of the polaron band narrowing e~9" lies in a small overlap
integral, Eq.(1.116) of two displaced oscillator wave functions a} and a}. This effect is beyond
the large-polaron approximation.

5.2.8 1.7 Adiabatic small polaron

Theory
In the adiabatic approach when J > w, one assumes a wave function of the form

(cu (:vl,xz)> X (21, 72) (w <$1’x2>> (1.119)

az (1, x2) ¢ (21, T2)
where 1) and ¢ are solutions of the ’electronic’ hopping Hamiltonian with a frozen molecular
deformation x; o

( E (21, 22) — ywvVMwa, J ) (w (5’71’9”2)> —0. (1.120)

J E (z1, 1) — ywvV Mwzy ¢ (1, 9)

The lowest eigenvalue of Eq.(1.120) is of interest in the adiabatic approximation
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1/2

E(zy,15) = + J? (1.121)

ywvV Mw (21 + x3) lszWS (x1 — $2)2
2 4

As is known, F (z1,x2) plays the role of a potential energy term in the equation for the
'vibration’ wave function, y (xi, z3), which reads

1 o? 0? B Mw? (23 + 23)
2M \ 0z = Ox3 2
Terms with the first and second derivatives of the ’electronic’ functions ¢ and ¢ are small

compared with the corresponding terms with the derivatives of x for the case in hand. The
transformation

[E+ - E(xl,@)] X (21, 22) = 0. (1.122)

T+ X9
5
leads to a product solution of the form x (x1,22) = F(X)x(z), where F(X) is the ground
state of a harmonic oscillator in the presence of a constant force ywyv/Mw with the ground state
energy (w — E,) /2. The equation for x(z) is

X = T =129 — 1 (1.123)

P 2y L o] =0 (1124
where = M/2 and

1/2

— [Epp®a? + J?] (1.125)

The potential energy of the problem U(x) consists of two symmetrical potential wells, sep-
arated by a barrier, Fig.1.3.

U(x)/Ep
1 -0.475 /
-0.
0.525 AE
f0.55
Es 9 — : : /-0.575 —— X(M(DYZ/’Y
7
-1.5 \1\—/_0‘-50525 0.5 \j s

Fig.1.3. Double well potential of the adiabatic Holstein model for A\ = 1.

Minima are located at

E 1

E, 1
Unin = = (1 + 4—A2) . (1.127)

The barrier height is — (J 4+ Upyin ). If the barrier were impenetrable, there would be the
ground state energy level Fy, the same for both wells. To determine its position one can expand
the potential near the minimum as

and have the common value
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(1.128)

where

(1.129)

&
&
—_

Then the system is a harmonic oscillator with the renormalised frequency @ and the ground
state energy

Ey — Uiy = (1.130)

o | &

The tunneling through the barrier results in the splitting of this level into two, corresponding
to states in which electron moves simultaneously in both wells. This is a well known double
well potential problem, which can be solved by the quasi-classical technique, if the condition

d 1
<1 1.131
dx p(z) —
is satisfied. Here p(z) = \/2u[Ey — U(z)] is the classical momentum. Because w < J < E,

the quasiclassical condltlon is satisfied practically for all x. The splitting is given by the
textbook expression (Landau and Lifshitz (1977))

N %exp [—z/oa |p(x)|dx] (1.132)

where a ~ x;, — 1/4/pu@ is the classical turning point corresponding to the energy Ej.
Fig.1.3. In the extreme strong coupling limit A > 1 the integral in Eq.(1.132) is

/\p \d:cN— ln£+0() (1.133)

Omitting a multiplier of the order of unity, one finds

E ~ \/Eywe ™. (1.134)

Holstein found corrections to this expression up to terms of the order of 1/)\?

AEw .
AE o | 222 o3 (1.135)
T

9 9 1 1
g =y {1— 4—)\21n(4)\) 8)\2} (1.136)

In the strong-coupling limit A > 1 the exponent in the renormalised bandwidth Eq.(1.135)
is the same, as for the nonadiabatic regime, Eq.(1.118) ¢ = ¢g. However, the term in front
of the exponent differs from 2J for any value of A. There is also an essential exponential
difference between Eq.(1.135) and twice of Eq.(1.118) in the intermediate coupling region,
where ¢ differs from g. As a result the adiabatic small polaron has much lower effective mass
for the intermediate coupling compared with that estimated with the nonadiabatic expression
(1.118). It is thus apparent that the perturbation nonadiabatic approach covers only part of
the total small polaron region A > 1. The upper limit of applicability of perturbation theory
is given by J < y/E,w. For the remainder of this region, the adiabatic Eq.(1.135), rather than

where
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the perturbation approach is to be employed. Finally, using the expression for the minima
position z,;, of the double well potential, Eq.(1.126) one can determine the critical value of
A at which the transition to small adiabatic polaron is expected. The double well disappears
when z,;, = 0 and A = A\, = 0.5. At this coupling the renormalised phonon frequency @ is
zero as one can see from Eq.(1.129).

5.2.9 1.8 From large to small polaron: numerical calculations

Theory

Two analytical approaches discussed above are based on the 1/\ or w/J expansions.

A priori it is difficult to say to what extent they are reliable in the intermediate coupling
region, A ~ 1, when the size of a polaron shrinks and for the intermediate value of the adiabatic
parameter w/J ~ 1.

Fig.1.4. The "Monte-Carlo’ polaron collapse of the kinetic energy (K/J) of one-dimensional,
two, d = 2, and three-dimensional, d = 3 fermions interacting with molecular phonons with the
interaction constant -y for w/J = 1 (de Raedt and Lagendijk (1983)).

The ground state energy is not so sensitive to the parameters being about — £, for the small
nonadiabatic and small adiabatic polarons. However, the effective mass and the bandwidth
depends strongly on the polaron size and the adiabatic ratio. Several attempts to describe the
intermediate region of the coupling A ~ 1 with and
without electron-electron correlations are known in the literature. These are based on the
variational approach, the Monte-Carlo calculations and on the exact (numerical) solution of a
several-site Holstein model. The transition from a wide band electron (or large polaron) to a
narrow band small polaron is extremely sharp as seen in the Monte-Carlo simulations, Fig.1.4.
The general conclusion is that there is a continuous but rather sharp evolution from a wide
band electron to a narrow band small polaron in the intermediate region of the coupling A ~ 1.

The most reliable results for the intermediate region are obtained with the exact numerical
diagonalisation of vibrating clusters (Kongeter and Wagner (1990), Ranninger and Thibblin
(1992), Alexandrov et al. (1994a), Marsiglio (1995)). Numerical solution for several vibrating
molecules coupled with one electron in the adiabatic w/J < 1 as well as in the nonadiabatic
w/J > 1 regimes using numerical diagonalisation with 50 phonons shows that the adiabatic and
the perturbation approximations are in excellent agreement with the exact solution in adiabatic
and nonadiabatic regimes respectively for all values of the coupling constant.
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Fig.1.5. Band width (in units of J) of the two-molecular model (Alexandrov et al (1994a)).

To illustrate this we compare in Fig.1.5 the exact splitting of levels for two site cluster
with the expression (1.118) for nonadiabatic case and with the Holstein quaniclassical formula
Eq.(1.135) in the adiabatic case, generalised for the finite value of A as

AE = ,/4E”w55/2xl P21 + B)) e (1.137)

where now g% = ¢*{f — [In(2\(1 + 3))]/4A?}. This generalisation takes into account the
frequency renormalisation f = ©/w = /1 —1/4A? and the anharmonic corrections of the
order of 1/A? to the turning point a in Eq.(1.132). A much lower effective mass of the adiabatic
small polaron in the intermediate coupling region compared with that estimated from the
perturbation theory expression (1.118) is revealed in Fig.1.5a. In the intermediate coupling
region, the effective bandwidth of a smal adiabatic polaron (w < J) can be only one order of
magnitude smaller than the bare band width. However, perturbation theory is reliable already
for w > 0.5J as one can see in Fig.1.5¢,d for all values of the coupling. The renormalised
phonon frequency has a minimum at the transition from large to small polaron. At large A the
frequencies remain unchanged, Fig.1.6 as predicted with the adiabatic formula Eq.(1.129).
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Fig.1.6. Phonon frequency renormalisation as a function of the coupling constant for a 4 -site
cluster. All four phonon modes are shown. An asymmetric mode ($-u_{1},-u_ {2}, u {2},
u_{1}9) is unstable at A ~ 0.57.

The infinite-site Holstein model can be solved numerically in the adiabatic limit w < J for
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any value of X\ fully taken into account the discreteness of the lattice and the finite bandwidth
(Kabanov and Mashtakov (1993)). In this limit applying variational procedure to the action
with respect to a local displacement field ¢; one arrives at

G = —\/EQZ

T

(" |?
;| (1.138)

7

and

I3 "0+ V20w = el (1.139)
J#0
These equations are written by the use of the extreme adiabatic approximation g—f = 0 with
1; describing an electron localised on a site 2. They do not contain spatial derivatives because
"bare" phonons are supposed to be dispersionless. n, means the occupation number in the
eigenstate r.

In the weak-coupling regime A < 1 one can replace the discrete set for a continuous equation
with the following exact solution in 1D (Rashba (1957)) :

¥(x) ~ 1/ cosh (%”) (1.140)

The numerical analysis of the discrete set of the adiabatic equations leads to the conclusion
that there is a smooth transition at A ~ 1 from large to small polaron, and the self-localization
occurs without barrier formation in the 1D case.

In 2D case the situation changes qualitatively. The formation of a self-localized state in
2D case is accompanied by the formation of an energy barrier that separates the self-localized
and delocalised state. The formation of the barrier is associated with a finite width ~ J of the
bare electronic band, while the numerical study of Egs. (1.138,139) in the continuous (effective
mass) approximation shows that the selflocalization occurs without barrier formation. This
is attributed to the fact that on a decrease in polaron size both the kinetic energy and the
strain energy are proportional to 1/ rg. However, the criterion of the polaron formation in 2D
corresponds to existence of a self-localized state within an interatomic space, where a finite
bandwidth (lattice discreteness) plays an important role. This fact means that the kinetic
energy scaling brakes down. Consequently, the 1D Holstein chain is essentially different from
2D or 3D Holstein adiabatic lattices. In all dimensions the ground state is a small polaron
if A > 1. However, in the 1D case there is no well defined transition to the self-trapped
regime with the increasing coupling. Calculating the nonadiabatic flucfuation corrections to
the classical phonon vacuum one obtains the phonon frequency renormalisation and the ground
state energy as in the two-site Holstein model.

On the basis of the Holstein model, it appears likely that the bandwidth in a crystal in the
strong coupling regime, A\ > 1 is given by an expression of the form (1.118) in the nonadiabatic
case (w > J) and by the formula Eq.(1.135) in the extreme adiabatic case, J > w. We discuss
the small-polaron band in a crystal in Chapter 4.

In the rest of the book we survey the cooperative phenomena in many-polaron nystems.
A single polaron was discussed in detail in reviews by Appel (1968), Devresse(ed.) (1972),
Firsov (1975), Klinger (1979), and more recently by Devreese and Peeters (eds) (1984), Rashba
(1985), Fisher, Hayes and Wallace (1989), Toyozawa 1990), Gerlach and Lowen (1991), Shluger
and Stoneham (1993) and several others. in magnetic materials the carriers in the conduction
band form spin polarons - somemos called ferrons (Nagaev (1979)); that is a group of moments
oriented antiparallel to that of the carrier. Magnetic polarons were first invoked in ferromagnets
by von Molnar and Methfessel (1967) in their study of the giant negative magneto-resistance
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in ferromagnetic Fu,_,Gd,Se. One can assume that spin polarons are carriers in Clie simple
Mott insulator such as LayCuO,4. We think, then, polarons must be of complex hybrid type. In
the highly dielectric materials they will dies. Both spin and lattice will contribute to the mass
enhant diin polarons are equivalent to the lattice ass enhancement. To some extent liy the hole
is similar to the lattice one. and this fact makes some properties one. However, magnons are
not perfect bosons, firent from those of lattice polaries of spin polarons (e.g. effective mass)
quite dimily the linearised collective excitat. Nevertheless even in this case the idea that mil the
constructive and the proble (magnons) of the spin system matter turns. Then be treated with
them can be carrier strongly coupled with the spin powerful polaron formalism. We believe
that (lie cooperative properties of spin and lattice bipolarons are those of charged bosons

and can be described within the same formalism. Under certain conditions strongly correlated
electrons can be described by a single-band ¢ — J model, in which the hole, constrained to a
projected Hilbert space without double occupancy of sites, interacts with the spin density. The
formation of small polarons in the Holstein ¢ — J model is examined in Chapter 5. It turns out
that the correlations between electrons significantly reduce the critical value of the coupling
constant A helping to form small polarons.

5.3 3 Electrons and phonons
5.3.1 3.1 Electrons, phonons and the Frohlich interaction

Theory

In this Chapter, we discuss electrons, phonons and their interaction starting from first
principles. Physics and chemistry of solids, liquids and gases are described with the Hamiltonian

Z%e? 1 \%
+ -y = 3.1
2 Z,,|Rj—Rj/| ZZM (3.1)
J#J J
where r;, R; are coordinates of electrons and nuclei, ¢ = 1,...Ng;j = 1,...N; N, = ZN,
V= 6%7 V; = aiij Z is the number of protons in a nucleus, m,, M are the electron and nuclear

mass, respectively, and e is the elementary charge.

There is no possibility at present to solve the corresponding Schrédinger equation pertur-
batively because the Coulomb interaction is strong, the ratio of the characteristic interaction
energy to the kinetic energy r, = m.e?/(47n/3)'/% ~ 1, or numerically for a condensed matter
with the density n = ZN/Q ~ 10% cm™3.

Here the normalised volume is taken 2 = 1 unless specified otherwise. (can it play an
important role??)

However, one can take advantage of the small value of the adiabatic ratio m./M < 1073,
Because nuclei are heavy the amplitude (|u|) ~ /1/Mwp (derive this formula btw) of their
vibrations near the equilibrium Ry =1 in a crystal is much smaller than the lattice constant
a = N—1/3

“CLLD ~ (me/Mr,)* < 1. (3.2)

To obtain this estimate we take into account that the characteristic vibration frequency wp
is of the order of the ionic plasma frequency /47N Z2?e?/M. (check that it is so)
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Using the smallness of the vibration amplitude we can expand the Hamiltonian in powers of
|u| up to quadratic terms, responsible for the quasi-elastic forces returning ions to their equilib-
rium positions. (it is very not clear, how to do it, because there is no |u| in the Hamiltonian...)

Further progress requires a simplifying physical idea which is to approach the ground state
of the many-electron system via a one-electron picture.

This is called a local density approximation (LDA) introducing an effective one-body po-
tential V(r)

r) = — 62 1 62 r/ n(r,) r
V()= -2 Zj:|r_Rj’+ /d \r_r/ﬁ““() (3.3)

where f1,.(r) is the exchange interaction, usually expressed by

ac(r) = —Bln(x)]"/? (34)
with constant . (write more, why is it so?7)
Hohenberg and Kohn (1964) proved that V(r) is a unique functional of the electron density

n(r) = <¢T(r)w(r)> (check their paper???)

As a result the Hamiltonian in the second quantisation for electrons takes the form
H=H. +Hpy+H.,,+ He_, (3.5)

where

Ho= [ drsttr ( T V@) v (3.6)

is the electron energy in a periodic crystal field V(r) = 21 (r — 1), which is V(r) calculated
with R; = 1 and with the periodic density n®(r + 1) = n°(r),

Vi 9] 0 )
th:Z <_m+ul.a/drn (r)V > lgﬁul UyDaﬁ (1-1) (3.7)

is the vibration energy with o, § = x,y, 2z and

N0 Z%e? 1 0
Dops(1-1)= awaw( 5 > ] /drn (r)V(r)) (3.8)

lll#l///

(derive it!!!)

Ho = / dr (v} (X)) (r) — n°(r)) V(x)

‘ Z il e [ e (000 ') V() (39)

11’

is the electron-lattice vibration interaction, and

Heo = [ v (S [0 )0 ) = 0] = e =) ) )t
LSy g [ e (310

2 v —r/|
1AV
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describes electron-electron correlations.

(derive it!!!)

We include the electrostatic repulsive energy of nuclei in H._., so the average of H._. is
zero in a Hartree-Fock approximation. (what is meant by Hartree-Fock a.7777)

All integrals above include also summation of spin coordinates. If the magnetic interaction
is important the spin-polarised LDA can be applied (for a review see Staunton (1994)). (777)

The vibration Hamiltonian H,, is a quadratic form and therefore can be diagonalised with
a linear canonical transformation for the displacement operators

dqvexp(iq-1) + h.c., (3.11)

_ €qr
Z AN
0 Muwq,
ou geq’”\/ N

(at which point creation, annihilation operators appear? we had just a wave function)

where q is a phonon momentum, d,, is a phonon (Bose) annihilation operator, €4, being
a unit vector, and wq a phonon frequency.

Substitution of the last two equations into H,, yields

(check it!!! and the coefficients)

avexp(iq-1) = h.c, (3.12)

Hyy =Y way (df,dgs +1/2) (3.13)

q?lj

if eigenfrequencies wq, and eigenstates ey, satisfy

w2, ZDW ; (3.14)
and

> eren, = Noog (3.15)

q

The last equation and the bosonic commutation rules dqudg/’y, — dL,W,dqW = 0q,q'0v, follow

from %uf - ufag = 0q,3. Here

Dg? =" exp(iq - m)Dg (m) (3.16)

is the Fourier component of the second derivative of the ion potential energy, Eq.(3.8).

The first derivative in Eq.(3.7) is zero in the presence of a symmetry center. The different
solutions of Eq.(3.14) are classified with the mode index v, which is 1,2, 3 for a simple lattice,
and 1,...3k for a lattice with £k ions per unit cell.

The electron (periodic) part of the Hamiltonian is diagonal in the Bloch representation
(revise Bloch’s theory)

=) brns(r)Crns (3.17)

k,n,s

where ¢ ,, s is a fermionic annihilation operator. The Bloch function obeys the Schrodinger
equation
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(_QZ’L + V(I‘)) ¢k,n,s(r) - Ek,n,s¢k,n,s(r) (318)

€

One-particle states are classified with the momentum k in the Brillouin zone, band index n
(how does it appear??)and spin s.

The solution of this equation is used to obtain the density n°(r), which determines the
crystal field potential V(r). (this is odd... how would we plug V in the equation then, if we
need to get if from solution of the eq.?)

The LDA can explain the shape of the Fermi surface of wide band metals and gaps in narrow
gap semiconductors. (why??)

The spin polarised version of LDA can explain a variety of properties of many magnetic ma-
terials. (why??)This is in contrast to narrow d and f band metals as well as to oxides and other
ionic lattices with strong electron-phonon interaction and Coulomb correlations which display
much less dispersion and wider gaps than the first-principles band structure methodology can
predict.

Substituting Eq.(3.17) into the Hamiltonian one finally obtains

H=Hy+H.,+H._., (3.19)

where

=) CnsChonsClons + quy g +1/2) (3.20)
k,n,s

describes independent electron Bloch bands and phonons, &k s = Exns — it is the band
energy spectrum.

Because the electron-phonon interaction leads to the pairing of electrons it is convenient to
consider an open system with a fixed chemical potential x rather than to fix N, to avoid some
artificial difference between odd and even N.. (don’t understand how will it help to avoid and
what is the problem?)

The ground state of an open system has the minimum expectation value of H — uN,. That
is why the electron energy is related to p.

The part of the electron-phonon interaction, which is linear in phonon operators can be
written as
(derive!!! where the bands at all come into the game??)

1
\/_

with a dimensionless matrix element

H._ —ph — Z Tn,n! q7k V)wq,l’c;r(nsck q.n/, dq’ + h.c. (321)

k,q,n,n’,v,s

(4, K, V) = W / dr (€qu - VO(r)) G s (1) d1cqurs (1) (3.22)
q,V

Low energy physics is often described within a single band approximation with the matrix
element v depending only on the momentum transfer q. If

Yo (a4 K, v) =7(q) (3.23)

we call the interaction the Frohlich one. Terms of H._,, quadratic and higher order in
phonon operators are small. They play a role only for those phonons which are not coupled with
electrons by the linear interaction, Eq.(3.21) (7 = 0). The correlation energy of a homogeneous
electron system is written as
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1
=75 D Vel@)plpa (3.24)
q

where V,(q) is a matrix element of the Coulomb interaction, which is zero for q = 0 because
of electroneutrality (why??)and

= Z CLka—i-q,s (3.25)
k,s

is the density fluctuation operator. For doped semiconductors and amorphous metals a
random potential should be included in Hy. (there are some exotic models about it, maybe I'll
learn them later)

The harmonic approximation is sufficient for low temperature kinetics and thermodynamics
of solids. Further corrections in |u|, especially those of third and fourth order, are known
as anharmonic terms, and are of importance for the thermal expansion and lattice thermal
conductivity. (I'll maybe meet them in another theory, here they are just not used)

5.3.2 3.2 Bare phonons and sound in a metal

Theory

(in this section, it is not clear, what problem is solved by this formalism, it is just a revision
of well-known electron-phonon formalism with some unusual features. Basically, the main
conclusion is that phonons are renormalized.)

In wide-band metals such as Na or K the correlation energy is relatively small (r; < 1) and
carriers are almost free. Core electrons together with nuclei form compact ions with an effective
7. The carrier wave function outside the core can be represented by a plane wave

(why??)

Drem.s = €57 (3.26)

and the carrier density n°(r) is constant. Therefore the only relevant interaction in the
dynamical matrix is the Coulomb repulsion between ions, which yields
(check that it is the same formula as before, but simplified)

Z%e?
Dosg(1—T1 3.27
B ( ) 2 alaallg I/ZI:/// |l// 1///| ( )
The electron-phonon coupling constant is determined with the Coulomb electron-ion attrac-
tion v(r) = —Ze?/r and with the plane waves in Eq.(3.22).
(hard task to do: find this coupling constant for some different types of material. maybe
I'll do it in another note)

(here, there is some idea, why do we do such transformations as below??? I don’t yet
understand it)
The potential 1/r may be expanded in a Fourier series as

1 1 .
- =4rlim y ———e"17 (3.28)
r k=0 q2 + K2

q

Substituting this expansion into Eq.(3.27) and Eq.(3.22) we find
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o . qaqp .
D, p(m) = 47 E_r)r(l) g 2o cos(q - m) (3.29)

and

(q) = AnNZe? iy Caw 4

TV =M w50 @ 1 w2
q

Calculating the Fourier component of Eq.(3.29) one obtains for eigenfrequences and three

eigenvectors
(how to do it?777)

(3.30)

equ
W2 qu = wgquq (3.31)
where w; = /4w N Z?%e2/M is the ionic plasma frequency. A longitudinal mode with e ||q is

an ionic plasmon

Wq = W; (3.32)

and two shear (transverse) modes with e L q have zero frequency, which is due to * hard
core approximation. (why??)

In fact, the core electrons undergo a polarisation when ions are displaced from their equi-
librium positions which yields a finite shear mode frequency.

According to Eq.(3.30) carriers interact with the longitudinal phonons. The interaction is
strong, giving rise to a significant renormalisation of the bare phonon frequency, Eq.(3.32).
To calculate the renormalised phonon frequency one can apply following Migdal (1958) the
Green’s function (GF) formalism. The one-particle Green’s function (GF) is determined as:
(never saw that GF has both Shr. and Heis. operators. is it ok?)

Gk, 1) = —i <thk(t)cL> (3.33)

with c(t) = exp(iHt)cxexp(—iHt) and T;A(t)B = O(t)A(t)B — ©(—t)BA(t) for any
fermionic operators A, B and with the opposite sign of the second term for any bosonic oper-
ators, O(z) = 1 for > 0 and zero otherwise. The Fourier component of the free-electron GF
(H = H,) is given by

© (&) © (&)
O (k,w) = 3.34
GOk w) = e 0t T et (3:34)
with & = k?/2m. — p which is obtained by the direct integration of Eq.(3.33):
1 oo .
GOk, w) = o / dtGO(k, t)e™! (3.35)
T J -0
(check this. it should be straightforward)
For interacting electrons the electron self-energy is introduced asor
S(k,w) = (GO (kw) " — (Glk,w) ™ (3.36)
SO .
Gk,w) = (3.37)

w — gk - E<k7w)

It is a well-known formalism.
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The phonon GF can be determined as

D(q,t) = —i% (T, (dg(t)d], + di (t)dg) ) (3.38)

(check that such defs are in other books...)
Thus the Fourier component of the free phonon GF (H = Hy) is the dimensionless even
function of frequency

2
w

DO = 1 3.39
(q7 w) w2 — w% + 40t ( )

and the phonon self-energy

-1 _

I(q,w) = (DV(q,w))  — (D(q,w))™". (3.40)
(nothing is explained below, so one needs to know all this formalism in order to understand

it)
The Feynman diagram technique is convenient, Fig.3.1.

D a%%

a

Dok S RS2
JV@OW ‘/\@W
q/v@ow .

e

AN = AN +’\/VQ\/W

f

Fig.3.1. Second (a) and fourth order (b,c,d,e) corrections to the phonon GF. The phonon GF
in the Migdal approximation, (f).

Thin straight and wavy lines correspond to G and D respectively, a vertex (circle)
corresponds to the interaction matrix element vy(q)y/wq/N and bold lines represent G and D.

The Frohlich interaction is a sum of two operators describing the emission and absorption
of a phonon. Both events are taken into account by the definition of D. Therefore wavy lines
have no direction. There are no first or higher odd-order corrections to D because the Frohlich
interaction is off-diagonal with respect to phonon occupation numbers. The second order term
of D, Fig.3a includes a so-called polarisation loop I1%, which is a convolution of two G(®). Among
different fourth order diagrams the diagram Fig.3.1b with two polarisation loops is the most
‘dangerous’. Different from others it is proportional to 1/¢?, which is large for small ¢. On the
other hand the singularity of internal vertices is integrated out in the diagrams Fig.3.1c,d,e.
The sum of all 'dangerous’ diagrams is given in Fig.3f, or in the analytical form

2
Il(q,w) = %He(q,w) (3.41)
where
]‘_‘[ff(qa C()) - HS(CL w) (342)
with 9
°(q,w) = —ﬁ / dkdeG O (k + q, € + w)GO (k, ¢) (3.43)
T
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The additional 2 in the phonon self-energy is due to the contribution to the polarisation
loop from two electron spins. It is convenient first to integrate over frequency in Eq.(3.43) with
the following result:

© -0
IT)(q,w) = —3/ ) .(ngrq)
A w + &k — Ekrq + 107 580 (Ektq)
Because of adiabaticity w is small, w < p. Thus one can take w = 0 in RII? and the first
order term in w in STIY to obtain

(3.44)

kr q
(g, w) = = h (o 45
RII (q, w) 57 (2krp> (3.45)
0 m;
SIL(q,w) = —?eqM@ (2kr — q) (3.46)
with h(z) =1+ 1;;”2 In [12| and the Fermi momentum kp = /2mep = (37T2n)1/3.

One should also take into account the Coulomb correlations because the corresponding vertex is
singular in the long wave limit, V.(q) = 4we?/q¢?. This leads to a drastic renormalisation of the
long wave behavior of II.. In the loop’ or random phase (RPA) approximation we obtain Fig.3.2
as in the case of the electron-plasmon interaction, Fig.3.1f, but with the Coulomb (dashed) line
instead of the wavy phonon line.

RS

4n e?'/q £

Fig.3.2. Screened polarisation loop $\Pi_{e}(\mathbf{q}, \omega)$.

In the analytical form

I (q,w
I(q,w) = Wg - ) (3.47)
I q_QHe (q,w)
As a result in the long wave limit ¢ < ¢, one obtains
mekF q2
]-_-[e(q?w) - = 2 q_g (348)

where qs = \/4m kpe?/m is the inverse Debye radius. This is in contrast with 112, which is
finite at ¢ — 0.

(this is a bad theory, because before it was written that I1.(q,w) = [1%(q,w). Maybe it is
meant 11(q,w))

With the RPA expression, Eq.(3.41) and ~(q) determined in Eq.(3.30) with wq,w; the
phonon Green’s function is

2

w3
D = 4
(q,w) SR (3.49)

A pole of D determines a new phonon dispersion and a damping I' due to the interaction
with electrons
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g = — (3.50)
€(q,0q)
where hre?
e
E(qa (,U) =1- q2 HS(Q7 w) (351)

is the electron dielectric function.

(some formalism is assumed here. write it better! why polarization operator is connected
to the dielectric function?)

In the long wave limit

2
€(q,0) =1+ % (3.52)
so one obtains a sound wave as the real part of ©
Wq = ¢ (3.53)
with the sound velocity s = Zkg/v/3Mm,, and a small damping as the imaginary part
M 2o < (3.54)
U

The damping is small because the ratio of the sound velocity to the Fermi velocity vp is
adiabatically small, s/vp ~ y/m./M.

Electrons screen the bare ion-ion Coulomb repulsion. The residual short range dynamical
matrix has the sound wave linear dispersion of eigenfrequencies in the long wave limit. We
conclude that the Frohlich Hamiltonian and the Migdal approach describe perfectly well the
phonon frequency renormalisation in metals if the bare phonons are properly defined and the
correlations between electrons are taken into account in the RPA approximation (for a review
and relevant references see Geilikman (1975)). This is at variance with some earlier assessments
of the applicability of the Frohlich interaction to phonons in metals.

5.3.3 3.3 Effect of the Frohlich interaction on electrons in a metal

Theory

The lowest contribution to the electron self-energy is given by two second order diagrams,
Fig.3.3a,b. The diagram Fig.3.3b is proportional to |y(q)|* with q = 0, which is zero according
to Eq.(3.30).

i,

a b

Fig.3.3. Second-order electron self-energy.
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Higher order RPA diagrams are taken into account through the replacement of the bare
ionic plasmon GF for the renormalised one, Eq.(3.49) and the bare electron-phonon interaction
constant v for a screened one, 7,. as shown in Fig.3.4. In the analytical form the diagram Fig.
3.4 corresponds to

fmm»ozwm+4§3£mww¢qw> (3.55)
L) = v(q)
’ysc(q, ) = e(q,w) (3.56)

\m/vv : \/\/v +> o A
PR
Fig.3.4.Screened electron-phonon interaction (dark circle).
For low-energy excitations w < p the static approximation of the dielectric function,

Eq.(3.52) is appropriate. Instead of D and 4. given in Eq.(3.49) and Eq.(3.56) one can intro-
duce the acoustic phonon GF

(3.57)

and the electron-acoustic phonon vertex ¥(q)y/%3 with

amw—7m>(ﬁ)w2 (3.58)

 €(q,0) \@g
Finally one obtains the diagram, Fig.3.5 for the electron self-energy as a result of the
summation of the 'most divergent’ RPA diagrams (7777)

2 .
Y(k,€) = ——= E,G(k — —w)D .
( ) 6) (27T>4N /dqdw PG( q,¢€ w) (q7 W) (3 59)
with
~ 2~ 2[1/
2B, = 1) '@q = =57 (3.60)

Z(1+q¢*/q%)

R i’

Fig.3.5. Electron self-energy in the Migdal approximation.

Because Z is of order of unity the electron-acoustic phonon interaction E, is generally not
small being of the order of the Fermi-energy in a metal. (77)
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Therefore one has to consider fourth and higher order diagrams with the crossing phonon
lines as in Fig.3.6, which are absent from Fig.3.5. (77)

Fortunately, as shown by Migdal their contribution is adiabatically small (~ s/vg) compared
with Eq.(3.59). Moreover, the main contribution to the integral in Eq.(3.59) for ¥ comes from
the region ¢ ~ kr > ¢,. In this region the dimensionless coupling constant

A = 2E,N(0) (3.61)

is small

Axr, <1 (3.62)

so the second order is sufficient for >.. Here

NO) = 35 6 n) (3.6

is the density of states (DOS) per cell at the Fermi level.

Fig.3.6. Adiabatically small corrections to the electron self-energy.

A new quasiparticle spectrum renormalised by the interaction is determined as a pole of the
electron GF :

Ek :/:L—i—UF (k?—k?F) —|—5Ek (364)

where

0B =3 (k, B — ﬁ) ~ % (k. 0) (3.65)

and i = p + X (kp,0) is the renormalised Fermi energy. The adiabatic condition allows
one to simplify the self-energy further by replacing the exact GF in the integral Eq. (3.59)
by G . This is appropriate for all quasiparticle energies with the exception of a very narrow
region < wps/vp near the Fermi level, where the difference between G and G appears to be
essential for the damping. As a result one obtains

U E
oF, = P
€T (2n)

To simplify the calculations we take £, independent of momentum, apply the Debye ap-
proximation for acoustic phonons @, = sq for ¢ < ¢p where ¢p ~ 7/a is the Debye momentum,
and consider a half-filled band, kr ~ 7/2a with the energy independent DOS near the Fermi
level N(0) = m.a?/4x.

The main contribution to the integral Eq.(3.66) comes from the momentum region close to
the Fermi-surface:

/dqdw (G(O)(k —q, & — w) — G (krp —q, —w)) ﬁ(q,w) (3.66)

k —q| ~ kp (3.67)
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This makes it convenient to introduce a new variable k¥’ = |k — q| instead of the angle ©
lietween k and q and extend the integration to +oo with the variable £ = vg (k' — kp). Thus
the angular integration in Eq.(3.66) becomes:

/d@sin@(...)w/oodg - : 3 .
o [E—w— g0t sen(©)] [+ € — 0+ sgn(©)

(3.68)

This integral is non-zero only if € > w > 0 or g <w < 0. It is =27 in the first region and
2mi in the second one. Taking into account that D is an even function of w one obtains

€] ~
0Fy = d d )
k= (27) vFN / qq/ wsgn(€ — w2 + 40t (3.69)

The real and imaginary parts of Eq.(3.69) determine respectively the renormalised spectrum
and the life time of quasiparticles

— Ly w ~ Wq — g
gm 3
68 = ot [ daai,senld) (3.71)

with g, = [£]/s if €| < wp and ¢, = qp if |€] > wp. For the excitations far away from the
Fermi surface with |£| > wp we find

w2
ROE) = -2-2 (3.72)

Here wp = sqp is the Debye frequency. For low-energy excitations with |§ | < wp
R(OFy) = —\E (3.73)

which means an increase of the effective mass of the excitation due to the electron-phonon
interaction

-k

£ = mi (k — kp) (3.74)
The renormalised effective mass is

m* = (1+ \)me. (3.75)

Thus the excitation spectrum of a metal has two different regions with two different values
of the effective mass. The thermodynamic properties of a metal at low temperature T < wp
involve m*, but the optical properties in a frequency range v > wp are determined by the
high-energy excitations, where according to Eq.(3.72) corrections are small and the mass is
equal to the band mass m..

The damping has just the opposite behavior. The integral Eq.(3.71) yields

sgn ()T wp
3

S (6 Ey) = (3.76)

if |€] > wp, and
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3 (6 B) = SBETNEL (3.77)
3w,

for |é ‘ < wWp.
These expressions describe the rate of decay of the quasiparticles due to emission of phonons.
In the immediate neighborhood of the Fermi surface |£| < wp the
decay is small compared with the quasiparticle energy |§ | even for a relatively strong coupling
A ~ 1, so that the concept of well-defined quasiparticles has a definite meaning. Hence, within
the Migdal approximation the electron-phonon interaction does not destroy the Fermi-liquid
behavior of electrons. The Pauli exclusion principle is responsible for the stability of the Fermi
liquid. In the intermediate-energy region |§ | ~ wp, however, the decay is comparable with the
energy and the quasiparticle spectrum looses its meaning. In the high-energy region |§ | > wp
the decay remains the same in absolute value but again becomes small in comparison with ||
and the quasiparticle concept recovers its meaning.

To go beyond Migdal’s approximation one has to consider adiabatically small higher order
diagrams which is the same as to solve the Hamiltonian of free electrons and acoustic phonons
coupled through the effective Frohlich interaction

1 o .
He pp = \/ﬁ Z 'y(q)wchsck_q@dq + h.c. (3.78)

k,q,s

with Jq the acoustic phonon operator. From our consideration it follows that applying this
Hamiltonian to electrons one should not consider the acoustic phonon self-energy. Acoustic
phonons in a metal appear as the result of the electron-plasmon coupling and the Coulomb
screening, so their frequency includes already the self-energy effect as discussed in section 3.2.

5.3.4 3.4 Broken gauge symmetry and the BCS ground state

(summary of BCS model)
(where is Broken gauge symmetry?)

Theory

The Migdal approach is justified if the ground state is stable versus a phase transition.
Frohlich (1950) realised that the electron-phonon interaction, Eq.(1.48) leads to an attraction
between two electrons and Cooper (1957) discovered that any attraction between degenerate
electrons leads to their pairing; it does not matter how weak it in. Pairs are bosons, which
undergo a Bose-Einstein condensation at some critical temperature 7.. The condensed state
is described by the classical field, which is an average of the product of two annihilation field
operators F' ~ (11)) or two creation operators F'* ~ <¢T¢T> This average is macroscopically
large below T, in an open system. The appearance of the ’anomalous’ averages brakes the gauge
symmetry of the bare Hamiltonian, Eq.(3.19) and cannot be described perturbatively. Following
Hardeen, Cooper and Schrieffer (1957) one has to go beyond the Migdal approximaNon, Fig.
3.5 including the anomalous averages in the ground state. This can be done milfonsistenly using
the same self-energy diagram Fig. 3.5 as for the normal state but with the matrix electron GF
(Eliashberg (1960)). At finite temperature the diagram in himique can be formulated for the
‘temperature’ GF defined by Matsubara(1955)

gk, 7) = — <<TTck(7')clT{>> , (3.79)
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will ¢ (7) = exp(HT7)exexp(—H7) and 0 < 7 < 1/T a 'thermodynamic’ time. The imidie
angular brackets correspond to the quantum as well as a statistical average willi the Cibbs
distribution:

=S e T . v (3.80)

where  is the thermodynamic potential and |v) the eigenstates of H—u/N with the eigenval-
ues F,. Because the thermodynamic time is restricted by 1/7" the temperature GF is expanded
in the Fourier series:

) =T e g (kw,) (3.81)
with the discrete Matsubara frequencies w, = 77'(2n + 1),n = 0,+1,4+2,..... For free
electrons one obtains

9 (k,w,) = S (3.82)

iwn - fk

and for phonons

- 2

d (q,w, — ww) = — a . (3.83)

[wn, — wn’]Q + (I)?l
To take into account the Cooper pairing of two electrons with the opposite momentum and
spin one can introduce, following Gor’kov (1958) and Nambu (1960) the matrix GF:

o (Bead)) (T e
ik, 7) = <<TTCT_k7¢(T)cLT>> <<TTcT_k7¢(7-)c_k’¢>> . (3.84)

The matrix self-energy

Sk wn) = (69 (kw,)) =7 (k,wp) (3.85)

with ¢ (k,w,) = (w70 — fkTg)_l. Here 79123 is a set of the Pauli matrices:

(o)
( )
V)
B (o-1>

The generalized equation for the matrix 3 is given by the same diagram as in the normal
state, Fig.3.5, with only substitution 4(q)7; instead of ¥(q) and summation over Matsubara
frequencies instead of integration:

S (k, wy) = TZ/ da

The most important difference of Eq.(3.86) compared with the normal state Eq.(3.59) is
the possibility of obtaining a finite value of the off-diagonal matrix elements ~< cc > within

O = = O

O = O O =

’ qugg (k q, Wy ) d (q7 Wn — wn’) (386)
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the self-consistent solution, Fig.3.7. In the second (g — g<0)) or in any finite order of the
perturbation theory there are no anomalous averages from Eq.(3.86). That means that within
the perturbation theory there is no superconducting phase transition. However if one sums all
diagrams of Fig.3.7 which means solving Eq.(3.86)

self-consistently, one obtains the finite anomalous averages. To illustrate this we adopt a
particular momentum dependence of the interaction constant as in the previous section and an
approximate form of the phonon Green’s function:

d (g, wn — wyr) =~ —1 (3.87)

Fig.3.7. Normal G and anomalous F' GFs of the BCS superconductor.

If there is no current in the system the phase of the order parameter can be chosen to be
zero. In this case ¥ is a sum of three Pauli matrices 753 with the coefficients (1 — Z)iw,,, A
and x respectively, which are the functions of frequency and momentum:

A

Y (k,wy) = (1 — Z)iw,mo + ATy + XT3. (3.88)
Thus

gil (k, wn) = Z?:wnTO — ATl — éTg (389)

and

Ziw, + A1 + §~7'3

i (K, w,) = — - 3.90
s, =~ O (3.90)
with € = € + x. Substitution of Eq.(3.87,90) into the master equation (3.86) yields

(1 — Z)iw, = —AT/d§§ o 2 ~0 (3.91)

! — 7202, + €2+ A2 '

: 3
==\ |[|d = =0 3.92
X /§w2/22w3,+§2+A2 (3.92)
A =\T / Y = (3.93)
7%l + & A2

It follows from Eq. (3.91,92) that Z = 1 and x = 0. Applying the formula for tanh to the
sum in Eq.(3.93) we obtain the familiar BCS equation for the order parameter

2 2
=2 ®__ apYETA (3.94)
2) e+ A2 2T




5.3 3 Electrons and phonons 46

where the integration is restricted by the region |{| < wp because of the approximation,
Eq.(3.87) for d(q, w, — wy).

There is no direct physical meaning of poles of the temperature GF. To derive the one-
particle excitation spectrum one has to calculate the real-time GF determined at finite temper-
ature as

Gk, 1) = —i <<thk(t)c};>> : (3.95)

with the real time ¢. One can use the retarded G® and advanced G* Green functions:

GR(k, ) = —iO(t) << [ck(t)clq >> (3.96)
GA(k, 1) = iO(—1) << [Ck(t)cL] >> (3.97)

where [...] is an anticommutator. They are analytical in the upper or lower half-plane of w
correspondingly. There is a simple connection between the Fourier components of G' and G4

GRA(k,w) = Re G(k,w) £ i coth (%) Im G(k, w) (3.98)
from one side and between those of G4 and ¢ from another

GP (k,iw,) = g (k,w,) (3.99)

for w, > 0 and

gk, —w,) =9g" (k,wy) (3.100)
In our case the temperature GF is

2 2

U v

k k
+

g(k,w) =

where ul,vi = (ex £ &) /26x and e = /& + A2, The analytical continuation of this
expression to the upper half-plane yields

(3.101)

Wy, — €k Wy, + €k

2 2
Uy Uk

GR(k w) =
(k, ) b — et 0t Wt en 0T

(3.102)

and with Eq.(3.98) one obtains

G(k,w) =Re Ui + Ui — im tanh <i> (upd (w— &) +vpd (w+e))  (3.103)
7 W — €k W+ € 2T k k k k ’

At T = 0, tanh (3%) = sgn(w) and

ul N v
w—ex+i0t  w+ e — 0t

The poles of GF yield the BCS-quasiparticle energy

e = 1/E2 + A2(0) (3.105)

Thus the Migdal-Eliashberg theory reproduces the BCS results if a similar approximation
for the attraction between electrons is made. The critical temperature and the BCS gap are

G(k,w) = (3.104)
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adiabatically small (~ wp) compared with the Fermi energy. Therefore, one can worry about
the ’crossing’ diagrams as in Fig. 3.6, which are neglected with the master equation, Eq.(3.86).
However, the BCS state is essentially the same as the normal one outside the narrow momentum
region around the Fermi surface. The outside region contribute mainly to the integrals in the
crossing diagrams, which makes them small in the BCS state as well as in the normal one.

Within a more general consideration the master equation (3.86) takes properly into account
the phonon spectrum, retardation and realistic matrix element of the electron-phonon inter-
action (Scalapino (1969)). In particular, it is useful in a study of the effect of the Coulomb
repulsion on the pairing. There is no adiabatic parameter for this interaction. Nevertheless,
in a qualitative analysis one can adopt the same contribution to the electron self-energy from
the Coulomb interaction as from phonons replacing |5(q)|%@qd (q, wn — wy) in Bq.(3.86) for
the Fourier component of the Coulomb potential 47e?/q%c. The Coulomb interaction is non-
retarded for the frequencies less or compared with the Fermi energy, so the equation for the

order parameter becomes

A (ww)
Alw,)=T [ d K (wp, — wpr 1
(wn) / 5; (wp — w )wz,+§2+A2(wn/) (3.106)
where the kernel K is given by
K (wn — wp) = A0 (wp — |wn — wi|) — 14O (10 — |wn — wi]) (3.107)

with . the product of the Fourier component of the Coulomb potential and the normal
density of states at the Fermi level. At T' = T, one can neglect the second power of the order
parameter in Eq.(3.106) and integrating over £ obtain

A (W
A (wn) = 7T D K (wn = ww) ,“"l) (3.108)
Wpt
To solve this equation we adopt the BCS-like parametrization of the kernel
K(wn — wn/) ~ \O (2wD — |wn|) © (QWD — |wn/\)
1 (21— [wal) © (2 — ] (3.109)

and replace the summation by the integration

wTCZ—>/ dw (3.110)
wle

lecause T, < wp, . The solution can be found in the form

A(w) = A0 (2wp — |w]) + AsO (21 — |w])O (Jw| — 2wp) (3.111)

with constant but different values of the order parameter below (A;) and above (As) the
cul-off energy 2wp. Substitution of Eq.(3.109,111) into Eq.(3.108) yields for Ay ,.

2wp H
Agpieln £ =0 3.112
TC]+ e L (3.112)

Ay [1—(A—p)ln

2
“D A, [1+Mclni] =0 (3.113)
7T, Wp

A1,“1: In
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The condition of the existence of a nontrivial solution of these coupled equations gives for
T,

QLUD 1
T.=——= — 3.114
™ eXp( A—u:) ( )

where

* Fe

P T T e (/)

is the Coulomb pseudopotential (Tolmachev (1958), Morel and Anderson (1962)). This is

a remarkable result. It shows that even a large Coulomb repulsion p. > A does not destroy

Cooper pairs because its contribution is suppressed down to the value ~ 1/1In ﬁ < 1. The

retarded attraction mediated by phonons acts well after two electrons meet each other. This

time delay is sufficient for two electrons to be separated by the relative distance, at which the
Coulomb repulsion is small.

In the normal state the Coulomb correlations lead to a damping of excitations of order
&2/, which is relevant only in a narrow region around the Fermi surface of order wp+/m./M.
Outside this region the damping due to the Frohlich interaction dominates.

For metals and their alloys the empirical McMillan (1968) formula for 7, is adopted:

wp 1.04(1 + \)
T. = —— — 3.116
145 P ( N — (1 + 0.62)) (3.116)

which works well for low- T, materials even if the estimated A is large (> 1) as in Pb.
However, already in materials with a moderate T, ~ 20K as in A—15 compounds (Nb3Sn, V351)
the discrepancy between the values of A estimated with Eq.(3.116) and the direct band-structure
calculations exceeds by several times the limit allowed by the experimental and computation
accuracy (Klein et al. (1978)) and therefore the credibility of the canonical BCS approach to
these materials is low.

The Migdal-Eliashberg theory is based on the assumption that the Fermi liquid is stable and
the adiabatic condition p > wp is satisfied. In original papers Migdal (1958) and Eliashberg
(1960) restricted the region of the applicability of their approach by the value of the coupling
A < 1. We show in this book that the proper extension of the BCS theory to the strong coupling
region A\ > 1 inevitably involves small polaron formation.

(3.115)

5.3.5 3.5 Bloch states in semiconductors: Effective mass approxima-
tion

(this may be important since we always consider semiconductors)

Theory

Electron wave functions in semiconductors and narrow band metals differ significantly from
plane waves, Eq.(3.26). Therefore, in general the band structure has to be calculated numeri-
cally. However, in doped semiconductors states in the vicinity of special points of the Brillouin
zone matter only at low temperatures and doping. These are points where the energy dispersion
Ey s of the conduction band has its minimum and the valence band energy has its maximum.
While their positions and band edges are determined experimentally or with the numerical
LDA calculations, the energy dispersion nearby can be determined analytically with "k - p ’
perturbation theory. (what is it?7)

To show this we consider a simple cubic lattice having a nondegenerate band of s or d-like
symmetry at k = 0(I') point lying above by an energy E, three p-like bands degenerate at k = 0
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and transforming at this point like x,y and z under the rotation of the crystal space group.
There is no spin-orbit interaction in this example, so spin is irrelevant. The Bloch theorem
states that

Pren(r) = €Ty (1) (3.117)

where uy ,(r) is periodic in r and satisfies to

1 : k?
(— 2m€ (VQ + 2ik - V) + V(I‘)) ukm(r) = (Ek,n — Qme) ukm(r) (3118)
At the point k = 0 this equation for ug,(r) is
1
<_2m V2 + V(I‘)) Upn(r) = Eopnton(r) (3.119)

Thus v, has the symmetry of the crystal space group. For small k one can expand uy, in
series

Uen(t) = Y Giwtiom(r) (3.120)

n'=s,x,y,z
to obtain the secular equation

k2 ks kyp k-

Byt om — B 0 e e
=zP ) 0 0

. 2me k —
det 5 m . 2k_2 B 0 =0 (3.121)

e e %
— 0 0 2 — Ex

with by symmetry p = (s| — iV, |z) = (s| —iV,|y) = (s| —iV,|z). Different bra and ket
correspond to the four different I-point Bloch functions wg,(r). There are four solutions. Two
of them correspond to conduction (c¢) and light hole (lh) valence bands

Excn = 2]:;6 + % + Eg + % (3.122)
and the other two, which are degenerate, correspond to heavy holes (hh)
12
Ex ny = S, (3.123)

One can split two degenerate heavy hole bands and change the sign of their effective mass
if one includes states at I' point split off from those under consideration by an mergy large in
comparison with F,, as shown with a thin line in Fig.3.8. The effective approximation follows
from Eq.(3.122) for small k < m.E,/p

k’2
Ey.— E, ~ o (3.124)
and
]{?2
By, >~ T (3.125)

with the effective mass
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1
il (3.126)
me 2t

mekEy

In many semiconductors the interband dipole moment is large and the band gap is small so
p* > m.E,. Therefore the band electron and hole masses can be significantly smaller than the
bare mass,
me m
e Tn < 1. (3.127)

Me Me

As a result when experiment does not show very heavy carriers it does not necessary follow
that the electron-lattice coupling is small, and the polaronic renormalisation of the band mass
is absent.

Ih

Fig.3.8. $\mathbf{k} \cdot \mathbf{p}$ energy band dispersion near the I' point in a cubic
lattice.

The effective mass approximation, Eq.(3.124,125) as well as k - p perturbation theory dis-
cussed above can be applied if the external field varies slowly in time and smoothly in space and
the electron-phonon and electron-electron interactions are relatively weak, as in the case of large
polarons, Chapter 1. If the external or internal fields are strong and contain high frequency
and (or) short wave Fourier components they involve large momenta of order of the reciprocical
lattice constant making all states of the electron band to be relevant to the problem. In this
case a tight-binding approach is more appropriate.

5.3.6 3.6 Tight-binding approximation

Theory

For narrow band semiconductors and metals it is convenient to replace the Bloch states for
the Wannier states with the canonical linear transformation of electron operators

G = — E e M s, 3.128
VN 4 . (3:128)

where i = (m, n, s) includes both site m, band n and spin s quantum numbers. Of course, 4
in the exponent is the imaginary ¢ and not an index. The Wannier wave function, corresponding
to the one-particle state {i} is given by the linear combination of the Bloch states
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1 —ik-m
w;(r) = Vi ;e Drem.s(T). (3.129)

In the new representation the periodic Hamiltonian H, is written as
He = Z (T(m - n)(gs,s’én,n’ - /Msi,j) C;‘fcj (3130)
‘7]‘

with the bare hopping integral

1 )
T(m) = - D Bine™™ (3.131)
k

i=(m,n,s)and j = (n,n',s).

(check!!!)

The idea behind the tight-binding approximation is to fit calculated numerically bands by
using a finite number of the hopping integrals.

Many electronic structures, in particular perovskite ones can be fitted with only nearest-
neighbor matrix elements between s, p and d-like orbitals (Harrison (1989)). (check that it is
true in that paper)

The second-neighbor matrix elements are somewhat problematic. Their estimate from the
nearest-neighbor formulae by scaling with the inter-site distance turns out to be inappropriate.
(why??7? some people use such models... )

Therefore one will not have occasion to use again the second-neighbor hopping integrals
fitting well one particular band structure. (not explained, why?)

The hopping integrals could not be calculated by using tabulated atomic wave functions
and potentials (which potentials?) estimated for the various solids. True atomic orbitals are
not orthogonal for different sites and they do not provide a quantitative description of bands
in solids. On the other hand atomiclike Wannier orbitals, Eq.(3.129) can provide a very good
description already in the tight-binding (nearest-neighbor) approximation. For a nondegenerate
band in a cubic lattice this approximation yields (derive???)

By = Z T(m)e‘ik‘m

|m|=a

= 2T(a) [cos (kya) + cos (kya) + cos (k.a)] (3.132)

if the middle of the band is taken to be zero, T'(0) = 0. If the nearest-neighbor matrix
element is negative, the bottom of the band lies at k = 0, where the dispersion is parabolic

with the band mass (why??)
1
R — 3.133
] (3139
The half bandwidth is D = z|T'(a)|, where the nearest- neighbor number z = 6 in this
example. (777)
The electron-phonon interaction as well as the Coulomb correlation energy have a sim-
ple form in the Wannier representation if the corresponding matrix elements depend on the
momentum transfer only, Eq.(3.23)

Hepp = Y wqhti (ui(q)dg + h.c.) (3.134)
q,?

1 .
Heo=3 Z V,(m — n)in; (3.135)
27‘7
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with the matrix element of the electron-phonon interaction

iqm (3.136)

and the Coulomb interaction
Vo(m) = =3 Ve(q)e'™™ (3.137)

Here n; = czTcZ- is the density operator.

It follows from Eq.(3.134,135) that taking the interaction matrix elements depending only on
the momentum transfer one neglects (why?777) the terms of the electron-phonon and Coulomb
interactions, containing the overlap of different site orbitals, which is a good approximation
for narrow bands (why??777), whose bandwidth 2D is less than the characteristic value of the
crystal field.

As a result the Hamiltonian appropriate for semiconductors and narrow band metals is given
by

H = Z m —n)ds s — pd; ;) cf e —i—qunl (ui(q)dq + h.c.)
q,i
+ = Z Vo(m — n)in; + Y wq (didg +1/2) (3.138)
q

We have just collected the terms above.

For narrow band metals this Hamiltonian can be treated at best as the bare one, in which
all matrix elements and phonon frequencies have no direct physical meaning.

Phonons and the interaction matrix elements should be determined using a self-consistent
LDA approach as described above. Fortunately, in doped semiconductors one can separate
‘carriers’ from ’inner’ electrons. In this case parent dielectric compounds exist with well defined
bare phonons w, and the electronic band structure E.

The effect of carriers on the crystal field and on the dynamical matrix is negligible while
the carrier density is much below the atomic one.

Therefore one can use the band structure and the crystal field of a parent insulator to
calculate the parameters of the Hamiltonian, Eq.(3.138). (how?77?)

Depending on the particular phonon mode the interaction constant v(q) has different g—
dependence. For example, as discussed above

1

v(q) ~ 7

~ constant ,

1
~ (3.139)

Vi

for optical, molecular (wq ~ constant) and acoustic (wq ~ ¢) phonons, respectively in the
long wave limit.

Example: values of coefficients of tight-binding model from other parameters of a
model
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5.4 4 The multi-polaron problem
5.4.1 4.1 Small-polaron instability within the Migdal approach

(this chapter relies on the ch. 3, so it is better start with it)

Theory

In doped semiconductors the carriers become small polarons or bipolarons at the interme-
diate value of the coupling constant A > 0.5, Chapter 2. (why?77)

However, within the adiabatic Migdal description of electrons and phonons coupled by the
linear electron-phonon interaction there is no instability at any value of X if the bare ionic
plasmon mode is replaced by the acoustic phonon mode as described in Chapter 3. (what is
known about such instabilities?)

The corrections to the normal state spectrum due to the coupling are adiabatically small
(~ wp/FEFr). In particular, the critical temperature of the BCS superconductor is adiabatically
small, T./Fr < wp/FEr < 1 for all relevant values of A. (why is it "adiabatically"?)

The self-consistent Migdal-Eliashberg approach does not allow for the possibility to study
the small-(bi)polaron formation in the intermediate and strong-coupling regime because of the
following reason. The basic assumption of the canonical theory that GF is translationally
invariant, thus G (r,r',t) = G (r —r’,¢). This assumption excludes the possibility of the local
violation of the translational symmetry due to the lattice deformation followed by the self-
trapping. To enable the electron to relax into the lowest polaron state, one can introduce
an infinitesimal translationally noninvariant potenlial, which should be set equal zero only in
the final solution for GF (Alexandrov and Mazur (1989)). (it is not clear, how translational
invariance is related to the possibility of change of state)

As in the case of the off-diagonal superconducting order parameter (when can it be???) a
small potential, violating a translational symmetry drives the system into a new ground state
at sufficiently large .

Setting it equal to zero in the solution to the equation of motion restore the translational
symmetry but in a new polaronic band rather than in the electron one, which turns out to be
an excited state. (why??7)

In the Holstein model (7777), in which electrons interact with the local (molecular) phonons
(what are they?) one can notice the polaronic instability of the Fermi liquid at A ~ 1 already
within Migdal’s diagrams for the electron self-energy.

The electron self-energy > in the Migdal approximation contains two contributions, X,
Fig.3.3a and X, I1g.3.3b. ) >~ Aw. (derive??!! add these figures also here)

Therefore it remains adiabatically small compared with the bandwidth 2D ~ N(0)~! in
the relevant region of the coupling (A < D/w), which guarantees the self-consistency of the
approach. (read cheaper 3, learn why?)

On the other hand for the optical or molecular phonons ¥, ~ DAn is not small and it turns
out to be comparable or larger than the Fermi energy already at A ~ 1 for any filling of the
band (n is the electron density per cell). (why?77)

As a rule this diagram, which is momentum and frequency independent, is included in the
definition of the chemical potential p. (why??)

While this is justified for a weak-coupling regime, >, leads to an instability for a strong
coupling. (why??)

To show this let us consider a one-dimensional chain in the tight-binding approximation
with the nearest-neighbor hopping integral D /2. The renormalised chemical potential is given
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by (why??)
p = Dsin (w) —2DMn (4.1)

The system is stable if dyu/dn is positive (never heard about this criterion), which yields the
following region for the stability of the Migdal solution:

A< gcos (@) (4.2)

For two and three-dimensional lattices the numerical coefficient is different, but the critical
value of A remains of the order of unity. (7777)

In doped semiconductors and metals optical phonons are screened and the diagram >, with
the phonon momentum q = 0 vanishes as for the acoustical phonons. (check)

In that case one has to violate the translational symmetry to observe the instability of the
bare band. Because the polaron level shift F, is independent of the ion mass, the polaronic
instability is essentially an adiabatic effect. Therefore, to see how the same self-energy diagram
¥, leads to the polaronic collapse independent of the type of phonons we consider the extreme
adiabatic limit of the classical deformation field ¢(r) coupled with electrons,

H=H,+ /drdr’ [g(r —1) ¢ () {¢T(r)y(r) — n°(r)} + hec. | +5°|Ve(r)[ (4.3)

Here s is the sound velocity, g(r) is the coupling constant with the Fourier component g, =

w! *v(q)/V2N,n°(x) is the periodic density of carriers respecting the translational symmetry,
as defined by Eq.(3.9), and w, = sg. Minimising Eq.(4.3) with respect to the classical field
¢*(r) we obtain

s*V2¢(r) = /dr'g* r—r){n{)-n"@)} (4.4)
The solution is
g iq-r
o(r) = — Z — e {ng —n} (4.5)
where nq is the Fourier component of the electron density n(r) = (¢f(r)y(r)). Substituting

Eq.(4.5) into the Hamiltonian Eq.(4.3) we find that the adiabatic lattice deformation leads to
the lowering of the electron energy by the value

p(r) = —2 Z %eiq'r {ng — noq} (4.6)
q “a

If the electron density is periodic, ng = ng the shift of the energy is zero. Otherwise, it is
not. For example, one can consider a random statistically uncorrelated distribution
with the ansamble average (ngng) = Nn?dq_q. In that example the chemical potential is
shifted by the value

1/2
(o) = | > Mq)\%z] ~ 20D, (4.7)

which is the same as in Eq.(4.1). However, now AD = E, = (1/2N) 3" |7(q)|wq depends
on the phonon spectrum, integrated over all Brillouin zone rather than on zero momentum
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phonons. Breaking of the translational symmetry lowers the energy by the value 2E, per
particle. The corresponding increase of the deformation energy is E,. Therefore, the system
prefers to relax into the selftrapped state if £, > D. The vertex corrections neglected within
the Migdal approach are not so crucial if the adiabatic parameter w/D is small and A\ < D/w.

This consideration shows that the extension of the Migdal approximation to the strong-
coupling region A > 1 is unacceptable. In the following we show that depending on the value
of the Coulomb repulsion a many electron system strongly coupled with any bosonic field is a
polaronic Fermi liquid or a bipolaronic Bose liquid.

5.4.2 4.2 Exact solution of the multi-polaron problem for A — oo

Theory

In the case of large polarons the multi-polaron problem can be solved within the Migdal-
Eliashberg approach discussed in Chapter 3. This is the weak coupling regime A\ < 1, where
large bipolarons, if they exist, transform into Cooper pairs at finite density.

In the small polaron regime, A > 1 the kinetic energy remains smaller than the interaction
energy and a self-consistent treatment of a many polaron system is possible with the > 1/\
expansion technique (Alexandrov (1992b)). (learn, what is it?)

This possibility results from the fact, known for a long time, that there is an exact solution
for a single electron in the strong-coupling limit A — oo. (where does it originates??)

Following Lang and Firsov (1962) one can apply the canonical transformation to diagonalise
the tight-binding Hamiltonian of electrons and phonons if hopping coefficient between electrons
T(m) =0 (or A = c0)

R 1 L
H = quni (ui(q)dg + h.c.) + 3 Z Vo(m — n)agn; + qu (didq+1/2) (3.138)
q,t 2,7 q

by the transformation:
H=¢"He ™, S = Zﬁl (ui(q)dq — h.c.) (4.9)
q,t

The electron operator transforms as

Ci = ¢; exp (Z ui(q)dy — h.c.) (4.10)

q

and the phonon one as:
CZq =dq — Z niu; (q) (4.11)

From Eq.(4.11) it follows that the Lang-Firsov canonical transformation is the displacement
transformation, Eq.(1.81) for the multi-polaron system shifting ions to the new equilibrium
positions. (read ch. 1, understand it!)

In a more general sense it changes the boson vacuum. (7777)

As a result:

. 1
H= Z (5’2] - M(Sm) CZC]‘ - Ep Z flz + 5 Z’UZ‘]‘C;[C;CJ'CZ‘ + qu (dgdq + ]_/2) (412)

.3 1] a
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where

0ij = T(m —n)d, y exp <Z [ui(q) — u;(q)] dg — h.c.> (4.13)

q

is the new hopping integral depending on the phonon variables,

vy = Vilm —m) = 23" wq (wi(@)ui(@) (4.14)

is the polaron-polaron interaction comprising the direct Coulomb repulsion and the attraction
via a nonretarded lattice deformation (second term of Eq.(4.14)).
(in which materials there is such a strong coupling???)

]

In the extreme strong-coupling limit A — oo one can neglect the hopping term of the
transformed Hamiltonian. The rest has analytically determined eigenstates and eigenvalues.
The cigenstates |N) = |n;, ng) are classified with the polaron ny, . and phonon n, occupation
numbers and the energy levels are:

E = (T(0) — E, — ) Z n; + % Z vigning + Y wq (ng + 1/2) (4.15)

where n; = 0,1 and nq = 0,1,2,3,...00. The interaction term does not include the on-site
interaction ¢ = j for parallel spins because of the Pauli principle.

Thus we conclude that the Hamiltonian Eq.(3.138) in zero order of the hopping describes
localised polarons and independent phonons which are vibrations of ions relative to new equilib-
rium positions depending on the polaron occupation numbers. The phonon frequencies remain
unchanged in this limit. The middle of the electronic band 7'(0) falls down by E, as a result of
a potential well produced by the lattice deformation due to the self-trapping (see Fig.4.1).

)
N

Fig.4.1. Polaron collapse of the electron band (a); bipolaron band (b).

5.4.3 4.3 Polaron band and self-energy
Theory

With the finite hopping term polarons tunnel in a narrow band because of the degeneracy of
the zero order Hamiltonian relative the site position of a single polaron in a regular lattice. To
show this self-consistently one can apply perturbation theory using 1/X as a small parameter.
Because of the degeneracy terms of the first order in 7'(m) should be included in a zero order
Hamiltonian H :
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Hy = Z (o(m —mn) — pd; ;) cgcj + qu (dildq + 1/2) (4.16)
where |
o(m —n) = ((6;;)) = T(m — n)d, v exp [—g*(m — n)] (4.17)

is the hopping integral averaged with the phonon equilibrium distribution. It is calculated
by the use of the relation

€A+B — eAeBef[AB]/Q (418)

which is valid for any operators A, B with a c-number commutator. For zero temperature
one obtains

o(m—n) =T(m — n)e 9 ™™

x (0 exp | = [uf (@) —uj(q)] df,] exp [Z [ui(a) — u;(q)] dq] Q) (4,19)

q q

where

Fm—n) =2 (Ju(a)]” + u(a)]* - 2u} (q)u;(a)) (4.20)

The bracket in Eq.(4.19) is equal unity for 7= 0. The straightforward generalisation for
finite temperatures yields

¢(m) = o= 3 @) eoth (£2) [1  cos(q - m)] (4.21)

The renormalised position of the middle of the electron band is taken to be zero, so that
T0)—-E,=0.

The interaction term in the transformed hamiltonian H = Hy + Hiy includes the residual
interaction H,_,, of polarons with phonons and the polaron-polaron interaction H,_, :

Hipy = Hp_pp + Hp, (4.22)
Hy pn =Y 65— o(m —n)]cl¢; (4.23)
]
1
prp = 5 Z ’UijC;rC;r-CjCi (424)
i\
where
and

The polaron-phonon interaction leads to the polaron bandwidth and phonon frequency
renormalisations and to the scattering of polarons. The polaron-polaron correlations are re-
sponsible for the scattering and in case of the attraction for the bipolaron formation. If the
temperature is well above the temperature for the formation of bipolarons (see below) one can
treat H,_,, with the 1/\ perturbation expansion and H,_, with the canonical random phase
approximation (RPA). We consider first the effect of H,_,;, on the polaron self-energy 3,,.

Because of the translation symmetry Hj is diagonal in the Bloch-representation Eq.(3.128):
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Hy=Y (ac— 1) s+ > wadldq (4.25)

k,s q

with a polaronic band

=Y o(m)e*™ (4.26)
From Eq.(4.26) we conclude that the polaronic band has the bandwidth 2w exponentially
reduced compared with the bare electronic bandwidth as in the Holstein model, Chapter 1

w=De™ ¥ (4.27)

where ¢ is determined in Eq.(4.21) for the nearest neighbor hopping |m| = a. An increase
of the effective mass m* = 1/wa? is due to the phonon cloud surrounding a small polaron.
The renormalisation factor exp (—g?) is closely related to the wellknown Debye-Waller factor,
determined by the mean-square displacement of atoms from their equilibrium positions.

To derive the polaron self-energy one can solve perturbatively the equation of motion for
the polaronic temperature Green’s function defined in the Wannier representation as

Gi(r) = — <<TTci(7')c;f»>> (4.28)

with ¢;(7) = e”""¢;e 7. The double angular brackets correspond now to the quantum as
well as statistical average over the eigenstates of the transformed Hamiltonian. Differentiating
Eq.(4.28) we obtain

df];;f’) — 1Gij (1) = —6(7)bi 5 + Z, <<TT&W (T)ey (T)C;>> (4.29)

H —Hr

where 6 (1) = 76,707,

For the Fourier component we have:

A

i @) = (59 @)~ S () (4.30)

where ¢ and 3 are matrices with respect to site indices 7, j. The free polaron GF in deter-
mined by

(g(o) (wn)); = (iwp + p) 05 — o(m —n) (4.31)
and the polaron self-energy by
Sij (wa) = Y T3 (wn) G5} (wn) (4.32)
i/,j/

where T (wyp) is the Fourier component of the polaron-phonon correlation function

P (r) = = ((T[owlr) = o (m = )] ¢s(7)c], ) ). (4.33)

This correlation function comprises the second and higher order terms with respect to the
hopping integral, as follows from the corresponding equation of motion:

—drg;(” — () = S (T ow(r) — o (m— )] (P b ) ). (4.34)

,L'//
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To obtain Eq.(4.34) one can differentiate the function

T3 (=1) = = (T (o3 — o (m = m)] el (7)) ). (4.35)

In the second order of the perturbation theory one can replace H in Eq.(4.34) for Hy to
obtain

. Wy, + 1) 65 — o (n —n’)
T Q’L J n’ (/02/ n’ (Zw Y 436
where

-, -, 1

P (Q,) = L (Q,) — 70 (m—m')o(n—n')dg, o (4.37)

and @fgl (€2,) is a Fourier component of the multiphonon correlator

7 (1) = (Tr6 (1)8557)) (4.38)
with H = H,. Direct calculations yield

D3 (1) = o(a)o(b) exp (% Sy 2(q) £, lar 7)) ) (430)

sinh o

where 2fq = cos(q - [c — a]) + cos(q - [c + b]) — cos(q - ¢) — cos(q - [c — a + b]) with
a=m-m' b=n-—n"and c = n’ —m'. To simplify Eq.(4.36) further one can neglect all
terms, containing a small exponent e < 1. Omitting small terms the nelf-energy is diagonal,
Y ~ X0, j where

r= TZZ o ;u (4.40)

and

- I
Dy () = 3 / /Tdmzﬂmp;;(f) (4.41)
-1

with Q, = 2mnT;n = 0,4+1,42,.... This Fourier component is readily calculated in the
case of dispersionless phonons w, = w expanding the exponent in Eq.(4.39)

By (O > & (>31nh [(k —2p)w/2T]
? — ‘=5 \p/ 2%k sinh® (w/2T")
k (k= 2p)w?
( 27 )[1 —cos(q -a)) = 222 1 (2 (4.42)
The main frequency 1ndependent contribution is
: T*(a)
D, (2,) ~ 4.4
()= o (143

Summation over frequencies in Eq.(4.40) yields
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1 1 7
=T —— = —tanh — 4.44
wzmn,Jru o O (4.44)
The chemical potential is determined via the atomic density of carriers n
2
N Z Nk =n (4.45)
k
with the Fermi-Dirac distribution function
1 1 W
nkg = ~ — |1+ tanh —) 4.46
7 exp[(ex — ) /T] + 1 2( 2T (4.46)
By the use of Eq.(4.45) one obtains
tanh 22 ~n — 1 (4.47)

27T
and

S —(1-n)) #(f()a) (4.48)

a

or in the nearest neighbor approximation with the definition D = z|T'(a)|

(1-n)E,
2202
This expression is a result of the summation of the second order in H, ,, multiphonon

diagrams as shown in Fig.4.2a. The contribution of the second order being negative lowers the

polaron energy and increases the effective mass further (to show this one should calculate the
frequency derivative of ¥ (w)). Gogolin (1982) in the framework of a single polaron problem

estimated also the third and higher order contributions to >, Fig. 4.2 b

Yo (4.49)

Ly
23

The third order contribution is positive and leads to the reduction of the effective mass.
Because the dispersion is exponentially small one can sum all diagrams, including the crossing
ones. These results show that the consistent perturbation expansion in 1/ exists with the
small parameter

2@~ 4 (4.50)

o <1 (4.51)

where z is the nearest neighbor number. Therefore if the coupling constant A > 1/ V2z,
small polarons are stable and they tunnel in a narrow band, Eq.(4.26). This condition of the
small polaron formation is independent of the adiabatic ratio w/D. However, the term in front
of the exponent in the bandwidth depends on this parameter. For the adiabatic small polaron
(w/D < 1) it is different from D as follows from the numerical calculations, section 1.8.
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Fig.4.2. Polaron self-energy.

5.4.4 4.4 Temperature collapse of the polaron band

Theory

The self-energy effect is small at "= 0 if A is of the order of unity or larger. However, the
polaron bandwidth depends on the temperature according to Eq.(4.21). For high temperatures
T > w/2 the band shrinks exponentially with increasing temperature

2E,T
w =~ Dexp (— > ) (4.52)
w

On the other hand the scattering of polarons within their narrow band becomes more impor-
tant with the increasing temperature because of the simultaneous phonon emission and absorp-
tion. The absorption or emission of a single high-frequency phonon is forbidden by the energy
conservation for the nonadiabatic small polaron with the bandwidth 2w < w. However, two-
phonon processes, Fig.4.3 with the simultanecum emission and absorption of different phonons
are allowed at finite temperatures. These incoherent events tend to destroy the coherent po-
laron tunneling in the band. the corresponding scattering rate is given by the Fermi-golden
rule, which for dis-
persionless phonons is

2
<nq —1ng +Lk+q— ql| Hy pn |nq, Ng'; k>

%:27T<Z

a,9’

0 (ex — 6k+01—q’)> (4.53)

where |ng; k) is an eigenstate of a noninteracting small polaron propagating with momentum

k and n, phonons.

k k+g-q'

WV

Fig.4.3. Two-phonon scattering of the small polaron.

Expanding ¢;; operators in H,_,, in powers of the phonon creation and annihilation op-
erators by the use of Eq.(4.13) one obtains the estimation for the matrix element of the two
phonon scattering
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1
(g — Ling + Lk +q—d|Hyp [ng, ng; k) ~ NUWQ\/ Ngy/Nq + 1 (4.54)

Substituting this estimate into Eq.(4.53) and using the definition of the density of states in
the polaron band

1 1
Ny(§) = N 25(5 — k) w (4.55)
k
we have

1
e wy*n,, (1 +ny) (4.56)

where n, = [exp(w/T) — 1]7! is the phonon distribution function. The matrix element 7 is
taken momentum independent. The polaron band is well defined if

1

-
which is the case in a wide temperature range

w
T<
~ In~H?

(4.58)

below ca. half of the characteristic phonon frequency for the reasonable values of 42 < 5.
At higher temperatures the incoherent thermally activated hopping dominates in the polaron
motion. Then the polaronic states cannot be classified with the momen tum.

5.4.5 4.5 Phonons in a strong-coupling system

Theory

An essential question, which arises within the adiabatic Migdal approach is that of the
phonon instability and the applicability of the Frohlich hamiltonian. Taking into account the
polaron formation we show in this section that the phonon frequency softening is small and
therefore the Frohlich hamiltonian is applicable also in the strong coupling regime. The first and
different second order diagrams in H,_,, contributing to the phonon self energy X, = wqlIl/2
are shown in Fig.4.4a-d:

1 2a 2 2c
Spn (@ 20) = S5 + 257 (0, Q) + 553 (a) + 257 (). (4.59)
With exponential accuracy, e <1
2 =509 =0 (4.60)

and

n(2 —n)lv(q)

Eph (qa Qn) = - 9

S (@a () — Ba(0)) [L - cos(q-a)]  (461)

a

By the use of the Fourier component of the multiphonon correlator, Eq.(4.42) one obtains
the main nonexponential contribution

S (0,0 = 2 QQMW 3 T“’(a)[lg_G(Z;s(q a)

a



5.4 4 The multi-polaron problem 63

- R
s

2 e o
\4;/:@J = ) +\‘N7\»/ o s < \‘7!*3+
e 14 » s
+ J¢VV§>{) + b
G
o e
B = T etk gl e R i
\wr’/ St P
4 :
\/:) = ‘{,,)\V@,«L,l + Oe»t»\‘?v. i

d

Fig. 4.4. Phonon self-energy in the strong-coupling limit.

The analytical continuation to the real frequencies is found by the simple substitution

iQ, — @ +10" (4.63)

with the following result for the renormalised phonon frequency, which is a pole of the
phonon GF:

g ~w — A(q) (4.64)

The phonon frequency softening

Alg) = 2= n)y(a)? > T%(a)[1 — cos(q - a)]

2w 9%(a)

is small compared with the frequency as 1/A* < 1. This result is consistent with the phonon
frequency renormalisation in the two-site Holstein model, section 1.7. Phonons are stable in the
strong-coupling regime. The ions change their equilibrium positions due to the electron-phonon
coupling retaining their vibration frequencies practically unchanged.

(4.65)

a

5.4.6 4.6 Screening and polaronic plasmon

Theory

Polarons are coupled not only with phonons via the residual interaction H,_,, but also
between themselves. At sufficiently high temperatures above the bipolaronic instability (see
Chapter 5) the effect of H,,_, is described by the dielectric response function €(q, 2), for which
the canonical random phase approximation is adopted

Nk4+q — Nk
Q) =1-2u( 4.66
fla.9) =1 -20() 3 5 (4:66)

One can apply this expression to describe the response of small polarons to a perturbation
of a frequency 2 < w, when phonons in the polaronic cloud are not excited. Here v(q) is the
Fourier component of the polaron-polaron interaction

467;6 ()P (4.67)

For the optical phonons in the long-wave limit we have

v(q) =
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dme? (e7! — ¢ !
() Pw = ( p ) (4.68)
Therefore at large distances the polaron-polaron interaction is the Coulomb repulsion,

2

e
= ——————— 4.69
Vij €0|m _ n| ( )
in an ionic crystal, and
2
e
= 4.70
Vij ¢m — n| ( )

in an atomic or molecular solid. At short distances it might be repulsive or attractive
depending on the value of a short range e.

In the static limit at large distances (or ¢ — 0) we obtain the usual Debye screening due to
the repulsion with the static dielectric function

q2
e(q,0) =1+ ? (4.71)

where g5 = \/2me2n(2 — n)/Tep. This result is obtained for the temperature larger than the
polaronic bandwidth using the expansion of the polaron distribution function:

e ~ g (1 - %) (4.72)

The polaron response becomes dynamic for a rather low frequency w > w,

w,(a)
_ p
e(quw)=1- 3 (4.73)
with the temperature dependent plasma frequency
w(@) = 20(a) Y ni (Ererq — &) (4.74)
Kk

which is proportional to the inverse temperature if 7' > w. This expression is applied
to the polaronic plasmon with a frequency below or of the order of the characteristic phonon
frequency, which is quite feasible due to a large value of the background dielectric constant and
the enhanced effective mass. Otherwise, one should take into account the phonon shakeoff in
the dielectric response function.

5.4.7 4.7 Many-body polaronic effect in the phonon spectrum
Theory

The effect of polarons on phonons is small as 1/)\? for any density. However, if the polaronic
plasmon frequency is close to the optical (molecular) phonon frequency the polaron-phonon
interaction can produce a mixture of both, so called 'plasphon’ (Alexandrov (1992b)). One can
obtain this resonance effect by replacing in all diagrams Fig. 4.4 the small-polaron polarisation
loop ngi,j,, which is a convolution of two polaron GFs, for a screened one, Il (€2,). The
screened polarisation loop obeys the same equation

Wjiryr = 50 + Z 1120 (1 = p) Ty (4.75)

l,p
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as in Fig.3.2, but with the polaron-polaron interaction v(m) rather than with the bare
Coulomb repulsion. The Matsubara frequency €2,,, which is the same in all terms is omitted.
The frequency dependent part of the phonon self-energy given by the diagram Fig.4.4b takes
now the form

29 (q, ) = —T > Z S(a)] [ (@) — e (@)] " () Wijirs (Qur — Q)

Q, i1’y
(4.76)
According to Eq.(4.37) the Fourier component of the phonon correlation function comprises
the part ®, which is almost frequency independent for €2, < E,, and the
exponentially small term, which is nonzero only for 2, = 0. The contribution of this second
term to the self-energy is enhanced, however, if the resonance condition w, ~ w is met. By the
use of Eq.(4.37) one obtains

Ypn (9, 2n) = X057 (q,2,) — A(q) (4.77)
where

S (@ Q) = = 3250 [w(@) = wi(@)] [ur(@) — up(q)] o(m — n)o (m' —n') Mijirge (— ).
The solution to Eq.(4.75) is obtained with the Fourier transformation of the polarisation
loop

iy = Z II(k Kk, g)exp[—ik-(m'—n) +ik-(n'—m) +ig- (m'—n')| (4.79)

kk/

The Fourier transformation of Eq.(4.75) yields

1 (k,K,g) =T° (k,k') [ Ndgo+v(k—K) > T(k+g —gK+g —gg) (4.80)
g/
where
I (k, k) = 2k~ K (4.81)

lQn =+ €k — €k’

One can replace k, k’ for k + g and k' + g, respectively to obtain
Mk+gk +gg) =1 (k+gk +g)[Nogo+vk—k)AKk,Kk)) (4.82)

where A (k, k') =3 II(k +g,k' +g',g) is found by taking the sum in Eq.(4.80) over g

I1° (k, k')
Ak K)= N X) 4
( ) ) € (k . k’, ZQn) ( 83)
As a result we find
1 (k, k')
k , _ 0 k/ _k/ —7 4 4
H( 7k>g> NII (k’ ) 6g’0+v(k >€(k—k/7i9n) ( 8>

and
2;725 (q7Q ) = 2N2 Zkg (€k€k q-g + €x— qfk—g — €k—gfk—q-g 6kEk*g) H(k7k_ q, g)

One can expand the unscreened polarisation TI° (k,k’) in powers of a small parameter
w/w < 1 as
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1 €k — €K/
0 _ k — €k
With this expansion we have
Bla@)w,(q)

Son (q,2,) = (4.87)

W [Q?L + wg(q)}

where 3(q) = w|v(q)|?/v(q) is the dimensionless plasmon-phonon coupling constant. The
dispersion relation for the plasmon-phonon mixture is obtained by carrying out the analytical
continuation of ¥, (q, §2,) to real frequencies by the substitution i€, — €,

Bla)w,(q)

Qq=w—A(q) + (4.88)
) w [ — wila)]
There are three solutions to Eq.(4.88)
o =21 2 cos (5) [+ (4.89)
373\ y '
w2 atm\ . 1/2
9273 = § — § COS ( 3 ) |:CU2 + UJ;] (490)

with @ =w — A and cosa = [@* — 9ow? + 27w /2w] / [&* + 3w?] %2 The dependence on
q of all parameters is assumed. Only two solutions, {2, 5 are real and positive. Consequently, in-
stead of a single phonon mode, strongly coupled to carriers there are two branches of excitations
describing the propagation of coupled phonon and polaronic plasmon, so called 'plasphons’. If
the plasmon-phonon coupling is weak, § < 1 their dispersion is described by

1. -
o~ 5 {w +w, = \/(w —w,) + 20wd fw (4.91)

In the limit 8 — 0€2; 2 describe the renormalised phonon with the frequency w and the
polaronic plasmon w,. However, for a finite 5 and @ ~ w, they are mixed and both contribute
to the phonon GF

D(q,Q) =) oo (4.92)

=1

The ratio of weights of two contributions is
P _ (B —wp) (95— )
Pl (Q% — w]%) (Qg — QQ)

It can be of the order of unity if the polaronic plasmon and phonon frequencies are close to
each other.

(4.93)

5.4.8 4.8 Polaron thermodynamics

Theory

In the normal state for sufficiently high temperatures the polaron-polaron correlations are
not very important and in the first approximation the small polaron heat capacity as well as the
magnetic susceptibility are those of narrow band fermions. Moreover in the temperature range
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T < w/2 the polaron bandwidth is temperature independent. For a narrow band Fermi-gas one
obtains the heat capacity C), :

w— d d 2
C, = 2T/ dng(g)é (gﬁ - %) (4.94)
o

where f(§) = (exp (%) + 1)_1. This expression yields a linear temperature dependence
C,(T) for low temperatures 7' < 0.4w if the polaron density of states is energy independent,
N, =1/2w
2T
C, =— 4.95
p 3w ( )
and a power law decrease (~ T72) for T > w :

wn(2 —n)
677
The numerical calculations in the intermediate temperature region reveal only a small change

in the position 7}, of the maximum of C},(T") with the variation of the filling factor n, T, >~ 0.4w,

and a gradual increase of the maximum value from C" = 0.2 at n = 0.2 to C' = 0.6 at n = 1.

The temperature dependence of the heat capacity is similar to the Schottky anomaly except

for the low temperature region with the linear C), instead of the exponential one of two-level

systems.

In the polaronic system the narrow band includes all states of the Brillouin zone rather
than a small part of them under a peak of the density of states as in a so-called 'van -Hove
scenario’ of high- T,.. This fact provides us with the possibility to get an absolute value of the
spin susceptibility of polarons considerably higher than those of wide band electrons

2 pw—p
_Hs d gg (4.97)
—w—p

where pp is the Bohr magneton. The chemical potential is determined through the density
of polarons

C, = (4.96)

Xs =

exp T —

w="TIn TR (4.98)
exp £ — exp =
and
nw (2—n)w
2 (eXp— — 1) (exp— — 1)
o=t T - , (4.99)
w exps — 1
Eq.(4.99) yields the Curie law in the high-temperature limit, 7' > w
2
(2= n)
BT 4.100
X o7 (4.100)

and a temperature independent susceptibility enhanced due to the polaron narrowing of the
band for T' < w :

_ Fb
Cw

with w instead of D as in ordinary metals. The enhancement is the same as that of the
specific heat ratio v = C, /T, Eq.(4.95) in contrast with the ordinary metals, where only the
electronic heat capacity is increased by the electron-phonon interaction while the magnetic
susceptibility remains unaffected.

X (4.101)
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5.4.9 4.9 Polaron kinetics: hopping transport

Theory

Transport properties of polarons depend strongly on the temperature. For temperature
lower than the Debye temperature (or the characteristic phonon energy) polarons tunnel
through the narrow band, however at higher temperatures the polaronic band collapses as
discussed in section 4.4 and their transport is diffusive via thermally activated hopping (see
e.g. Mott and Davis (1979)). There is extensive literature on the hopping transport of small
polarons, in particular, the excellent reviews by Appel (1969) and Firsov (1975) and books by
Klinger (1979) and Bottger and Bryksin(1985). Bottger and Bryksin also discussed in detail
the hopping polaron transport in a random potential. These and other studies elucidated the
value of the activation energy of the conductivity as well as the sign and the temperature
behavior of the Hall effect in the hopping regime, 7' > w/2. In this regime the transport is
due to thermally activated jumps of polarons from site to site. For such processes the
diffusion coefficient is given by D ~ a?W, where W is the hopping probability. The only term
in the polaronic Hamiltonian, which changes the phonon occupation numbers is the
polaron-phonon interaction H,_,,. Applying the perturbation theory with respect to this
interaction up to the second order one estimates the nearest neighbor hopping probability

with the Fermi golden rule as
2
5 (Z wq (nd, — ng)> > : (4.102)
q

W =2m <Z
J
where |i) and |j) are the eigenstates of Hy corresponding to the polaron on site i with n
phonons in each phonon mode and the polaron on the neighboring site j with n/ phonons,
respectively. Representing the ¢ function in Eq.(4.102) by the integral and using the definition
of the Heisenbeg operators we obtain in the second order with respect to the bandwidth

<j|Hp—ph|'i>

W = / dt (DB () — o*(a)] e 0 (4.103)

A real time multiphonon correlation function @Zj,(t) is the same as the Matsubara one,
Eq.(4.39) with the substitution |7| — i¢t. Thus, we have

() = o exp( >hta) cos<q~a>]‘308h[°‘.’“%””>- (1104

g
sinh 57

Substituting this expression into Eq.(4.103) and shifting the integration contour one obtains

W = T2(a)e_292(a)/_ dt [exp (N Z Iv(aq)[*[1 — cos(q - a)]%ﬁ) — 1] e~ (4.105)

sinh o

The integrand here is an oscillating function. The integration with respect to t is performed
by the use of the saddle-point approximation. This approximation is jusiified if a finite dis-
persion of the phonon frequency dw is taken into account and the lemperature is so high that
T > w?/27%0w. If this inequality is satisfied the integrand
decreases rapidly with increasing time. Then one can expand in the exponent cos(wt) in powers
with respect to ¢ up to the second order term. The unity in the integrand, Eq.(4.105), which
compensates the divergence for ¢ — oo can be neglected. As a result one finds
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W~ T?(a)e Ea/T / dte= (4.106)
where the activation energy is
Tr 2
E, = N Z |v(q)|*[1 — cos(q - a)] tanh (wq/4T) , (4.107)
q
and
5= S @)l - costa a8 (4.108)
- 2N ” md d sinh (wq/27) '

The activation energy is half of the polaronic level shift E,,, Eq.(1.98) if there is no dispersion
of wq and y(q). The dispersion diminishes the value of E, further. By means of the Einstein
relation o = ne?D /T the hopping conductivity in the hopping region T >> w/2 is found to be

(4.109)

The hopping mobility pj, = op,/ne ~ exp (—F,/T) can be below ea? ~ 1cm?/V's, which is
the lowest limit for the Boltzmann theory to be applied. Within the Boltzmann theory such a
low mobility corresponds to the mean free path [ < a, which is not a reasonable result.

To calculate the transverse conductivity o,, and the Hall coefficient Ry = o0,,/Ho2, of
polarons one can introduce the vector potential A(r) of the external field with the Peierls
substitution (Peierls (1933))

T(m —n) — T(m — n)e~Alm)-(m=n) (4.110)

which is a fair approximation if the magnetic field is weak compared with the atomic field

eHa® < 1. (4.111)

Here A(r) is the vector potential which can be also time dependent. Within the Boltzmann
theory the sign of the Hall coefficient Ry ~ +1/en depends on the type of carriers (holes
or electrons) and the Hall mobility uy = Ryo.. is the same as the drift mobility u; up to
numerical factor of the order of unity. The calculations of a hopping Hall current similar to
those of the hopping conductivity (Friedman and Holstein (1963), Friedman (1995)) shows that
the Hall mobility depends on the symmetry of the crystal lattice and has nothing in common
with the hopping mobility, neither with respect to the temperature dependence and even nor
with respect to the sign. Thus, for hexagonal lattices three -site hops yield

V7T (a) —E,./3T

2
= eq"———=e 4.112

p VI2E.T (4.112)

with the same sign for electrons and holes. The activation energy of the Hall mobility is
three times less than that of the hopping mobility. In cubic crystals, the hopping Hall effect
is governed by four-site hops. For the four-site case calculations by Emin (1971) gave a Hall
mobility even more temperature independent with the sign depending on the type of carriers.
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5.4.10 4.10 MIR conductivity of polarons

Theory

One of the hallmarks of polarons is the frequency and temperature dependence of their mid-
infrared (MIR) conductivity o(v). In the low frequency and low temperature region, where the
tunneling band transport operates the conductivity has the canonical Drude form

__new
14+ (v7)?’

where the transport relaxation time 7 may be frequency dependent because of the narrow
band. For high mid-infrared frequencies well above the polaron bandwidth but below the inter-
band gap the Drude law breaks down. In this frequency region one can apply the generalised
Einstein relation o(v) = eD(v)/v, where D(v) = a®*W (v) and W (v) is the hopping probability
of the absorption of the energy quantum r. The number of nearest neighbor transitions per
second with the absorption of photon of the energy v is given by the Fermi-golden rule

W~ =2r <Z 25 <;wq (nd —ni) _,,> > (4.114)

o(w) (4.113)

<j|Hp—ph|i>

J

and with the photon emission

Wt =2r <Z

<j|Hp—ph|i>

J

5 (Z wq (nd —nl) + 1/) > . (4.115)

As a result one gets

Ww)=W~—-W+ = 2T2(a)e_292(a) sinh(v/2T)

X /OO dte™ ™" [exp (% Z Iv(q)|*[1 — cos(q - a)]z?jflwg) - 1] (4.116)

—00

An in the case of the dc hopping conductivity the integral over ¢ is calculated using the
saddle-point approximation (Bottger and Bryksin (1985)). The saddle point is lying on the
imaginary axis, say, at t = —iy. Setting at this point the derivative of the exponent with
respect to t equal zero one gets the following equation for y

v = 5 S @1~ cos(a - @)waqsinh (). (4.117)

If the frequency is not too high, v < 4E,T/w we can expand sinh in powers of wy io find

w

where 4 is defined by Eq.(4.108). Expanding the exponent in Eq.(4.116) in powers of ¢ near
the point ¢ = —iy and shifting the integration contour such that it passes through this point
one obtains

T'sinh(v/2T) 245
—e"

o(v)=oy (4.119)

For high temperatures, T > w/2, this expression becomes
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a(v)

o JET (4.120)

Consequently, the frequency dependence of the MIR conductivity has a form of an asym-
metric Gaussian peak centered at v = 4F, ~ 2E, with the half-width 4/ E,T" (Eagles (1963),
Klinger (1963), Reik (1963)), Fig.4.6. According to the Franckthe principle, the position of
the ions is not changed during an optical transiion. Therefore the frequency dependence of
the Mir conductivity can be understood Fig.1.3. The polaron, say in the left adiabatic levels
on two-site holstein model, Fig.1.3. tical transition ange in the the the the photon energy
required to the from the sum of o(v), Eq. (4.120). The main control the order of max(7" then
comes the thin lines near the bottom with the energy of he of 2E, £ v/ ines in Fig.4.5. The
corresponding photon energies are lying in the interval 2E, + /8E,T in agreement with the
obtained formula. For low temperatures 7' < w/2 the half-width of the MIR maximum is of
the order /E,w rather than ~ /E,T

— nela? VrT?(a) [1 — ny/T} o [_ (v —4E,)?

Fig.4.5. Optical transition between adiabatic levels of the two-site Holstein model.

The MIR absorption is due to the optical multiphonon transition within a single electron
band. In the case of large polarons or electrons the MIR conductivity is much lower, if any.
The analysis by Emin (1973,1993) beyond the saddle-point approxima tion shows a more
asymmetric and less temperature dependent MIR absorption of
large polarons compared with that of small polarons. Many perovskites have an intermediate
value of the electron-phonon coupling A ~ 1. It is, therefore, important to extend the theory
of the MIR conductivity to the transition region from large to small polaron.
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Fig.4.6. Small polaron MIR conductivity as a function of the frequency for different values of
the electron-phonon coupling .

Such an extension is possible through the numerical calculations of o(v) of the finite size
Holstein model by the exact diagonalisation procedure in the truncated space up to 50 excited
phonons for the two site Holstein model and up to 20 phonons per each mode for the four site
model (Alexandrov et al (1994b)). Conductivity occurs as energy is transferred between the
electromagnetic field and the phonons via the charge carriers. The vibration energy must be
capable of being dissipated. One has to introduce a continuous phonon density of states, which
is not the case within the cluster model. However, one can avoid this problem introducing a
lifetime 7,;, of phonons, which smears a d-like density of their states, assuring the finite MIR
conduclivity. The spectral shape of o(v) for the two-site Holstein model in the intermediate
cegime (w = 0.5J) is shown in Fig.4.6 for 7,,w = 2. The main conclusions based on the
numerical calculations are:

There is an agreement between the ’exact’ o(r) and the analytical formula Eq.(4.119) in
the strong coupling limit as far as the smooth part of the frequency dependence is concerned
(dashed line).

The MIR conductivity is much more asymmetric in the intermediate coupling maion than
that in the strong coupling regime;

The MIR conductivity shows an additional oscillating superstructure correspondling to a
different spectral weight of the states with a different number of the virtual phanoms in the
polaron cloud (section 4.12).

5.4.11 4.11 Polaron kinetics: band tunneling transport

Theory

The drift mobility p; along CuO 2 plane in high T, copper oxides like Lay_,Sr,CuQy is
about 3 cm?/V's at room temperature. By the use of the transport relaxation time 7 = p;m* /e
one can estimate the mean free path [ ~ uhkp/e, where hkp is the Fermi momentum. For
the optimally doped Las_,Sr,CuO, with the hole density n = x = 0.15 per chemical unit
of the volume Q ~ 9543 one estimates kr ~ 0.35 x 1084~! and [ ~ 6A, which is about
twice of the lattice constant. Therefore carriers in high 7, oxides are in the band tunneling
regime below 300K. On the other hand, their effective mass m* is erhanced up to m* ~ 5m,
as estimated from the London penetration depth and the hole band is narrow (Chapter 8)
suggesting small polarons (Alexandrov and Mott(1994)). Therefore, the tunneling transport in
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the narrow polaron band is particular important for the high temperature superconductors like
copper oxides or doped fullerenes.

Polaron kinetics at low temperatures T' < w/2 is described by the Boltzmann equation for
the distribution function f(r,k,¢) of polarons in the real r and momentum k space. The
number of polarons in an elementary volume of this space at time t is determined by
2f(r,k,t)dkdr/(2m)%. In the equilibrium state one has

flr,k, 1) ! (4.121)
r7 9 == n E 6—— .
8 exp %= +1

The Boltzmann equation for polarons in an external electric E and magnetic H fields reads

as

of  of of _ (of
S Tvos Bty xH) - = (E) (4.122)

where v = 0e,/0k is the group velocity. The collision integral for any elastic scattering is
given by

(%)C = 2m zq: V2(Q)d (ex — €xrq) [f(r, k +a,t) — f(r,k,t)] (4.123)

where V;.(q) is the Fourier component of the scattering potential. The form of this integral
does not depend on the statistics of particles because terms nonlinear in f, are canceled. For
a weak homogeneous electric and magnetic fields the Boltzmann equation can be solved by the
substitution

f(r,k,t) =mnx — a—F (ex) - v (4.124)

We consider the case when the transport relaxation time defined as

=21 ) (1 —cosO)VZ (K —k)d (e — ex) (4.125)

depends only on the energy. Here © is the angle between v’ and v. Then the Boltzmann
equation for F(e) becomes

F(e)-v=—er(e)[E-v—F(e)- (vxH-Vy)v] (4.126)

If the magnetic field is not too high, u;H < 1, one can keep only terms linear in H with
the following result for the nonequilibrium part of the distribution function

F(e)-v=—er(e)[E-v+er(e)E-(vxH:Vy)V] (4.127)
By the use of the current
8nk .
= —2¢ Z —v-F(ex) or cyT7cis yer cnopu(4.128)
bk c%k

we obtain the drift mobility

. 8nk 2
= —Z Fe T (e vz (4.129)

as well as the Hall mobility
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0 _ _
eZk 8%:7—2 (ek) (Uzmx:vl - vaxmyxl)
0
Dk e (ex) v3

Here m;é = 0%¢(k)/0k,Oks is the polaron effective mass tensor.

The temperature dependence of the mobilities is determined not only by the temperature de-
pendence of the relaxation time but also by the energy dispersion €, within the polaron band.
At intermediate temperatures w < T' < w/2 the finite bandwidth w becomes important. There
are several (quasi)elastic scattering mechanisms, which normally restrict the relaxation time.
In the strongly coupled electron-phonon sysl cm the scattering due to the residual polaron-
phonon interaction H,_,, is primarily important. As we have discussed in section 4.4 two-
phonon scattering due to the interaction with the high frequency phonons responsible for the
polaron formadion becomes less effective at low temperatures 7" < w/2 because there are no
such phonons available. On the other hand, impurities and thermal phonons contribute to Ule
relaxation rate giving rise to the power temperature dependence of the polaronic mobilities
rather than to the exponential one. Here we consider the scattering of twodimensional non-
degenerate small polarons by the acoustical phonons (Alexandrov (1092c)). In this example,
which is important for the normal state kinetics of high- 7T, comper oxides the characteristic
acoustic phonon frequency is wq < sv2m*T" because Whe phonon momentum in the scattering
is of the order of the polaron momentum 0v/2m*T. The relevant phonon frequency turns out
to be small compared with the temperature

* o2
Wy Jms

~ 1 4.131
T 7 < (4.131)

Euri lor rather low temperatures of the order of 10K if m* < 10m,. Therefore the instituing
is practically elastic with the square of the matrix element independent of line momentum and
linear in temperature

1
Vila) = oN ‘%w(q)wqf Mg ~ T (4.132)

Here nyq =~ T'/wq > 1 is the distribution function of thermal phonons. By the use of the
isotropic spectrum €, = €, one obtains

1 dk
— ~Tk— 4.133
Toc dey, ( )

The 2D density of states is energy independent, kdk/de;, = m* and so is T,.. As a result
the drift mobility of 2D nondegenerate carriers scattered by acoustic phonons is inversely
proportional to the temperature and the resistivity is linear in temperature

pr~1/puy~T (4.134)

if the number of polarons is temperature independent.
Consequently, there is a duality of the kinetic properties of small polarons. At high temperatures
they behave as localised particles propagating through the crystal by the thermally activated
hopping. On the other hand at low temperatures they are in the Bloch states with well defined
momenta propagating by tunneling. This duality can be seen in the temperature dependence of
resistivity. In particular, at high temperatures the activation exponential drop of resistivity is
expected, while below some characteristic temperature resistivity follows the power law, which
is sensitive to the scattering mechanism and the polaron band dispersion. In high 7. oxides
and doped fullerenes the high temperature activation region is ill defined because the relevant
phonon frequency and the activation energy are of the same order, ca. 500 — 1000K. On
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the other hand, in several nonsuperconducting oxides with the lower phonon frequencies the
crossover between the band tunneling and the hopping is observed, Chapter 8.

5.4.12 4.12 Electron Green’s function and ARPES of polaronic sys-
tems

Theory

The extended-localised duality of small polarons and the band narrowing effect can be seen
in the electron spectral function (Alexandrov and Ranninger (1992b)). The intensity of the
coherent (i.e. angle-dependent) contribution to the spectral weight is expected to be strongly
reduced due to a factor exp (—g?) which plays the role of a step > Z ’ of the Fermi distribution
function, while the broad featureless incoherent background should appear due to the phonon
cloud, which constitutes a small polaron. To see these features we calculate the temperature
electron Green’s function under the condition of the polaron band narrowing

1/T
g (k,wy,) = —% Z /—I/T dre™ TR (T co(T) ek, ) (4.135)

For convenience we omit spin. Applying the Lang-Firsov canonical transformation and
neglecting the residual polaron-phonon coupling H,_,; one obtains

ei(k—k/)-m

T o (m,w, —wy,)
k = —
g ( ;Wn) N Z iwn/ — Sk’

!
w,,7,mk

(4.136)

with the Fourier component ¢ (m, w,) of the correlation function, determined as

o(m,7) = exp (% > Pl r>) , (4.137)

with

fq(m, 7) = [cos(q - m) cosh (wq|7|) — 1] coth ;)—; + cos(q - m) sinh (wq|7|)
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Fig 4.7 Polaron angle-resolved photoemission for three different angles and different cou-

pling; € is measured in units of w.
Calculating the Fourier component of a(m 7) one obtains for the case of dispersiculess

phonons (wq = w) and a constant |y(q)|* = 2¢*
6792 6792 oo ng
k,w,) = g
9 (k,en) iwn—§k+ N 121: 0
1—nk/
4.138
(ot nes) o130

In the polaron regime the electron Green’s function consists of two different contrihutiona.
The first coherent term arises from the polaron band motion. The second is independent
contribution describes the excitations accompanied by the emission
and absorption of phonons. It is this term which is responsible for the asymmetric background
of the optical conductivity, Fig.4.6 and of the photoemission spectra (see below). We notice
that the spectral density in the second term spreads over a wide frequency range of order of
the polaron level shift 2¢g?w or more. On the contrary the coherent term shows an angular
dependence in a frequency range of order of the polaron bandwidth 2w.

The angle-resolved photoemission spectroscopy (ARPES) measures the imaginary part of
the retarded Green’s function integrated with a Gaussian instrumental resolution function
F (e,€') and with the Fermi-Dirac distribution function ny = n(e)

I(k,e) = —% /OO deé'n (€) F (e,€)Im GF (k, ¢) (4.139)

where F (e,€') = (1/6v2m)exp (— (e — )’ /20%) with the instrumental resolution § ~ 10

meV.
G* is obtained using g (k,w,) with the substitution iw, — € +40". As a result
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I(k,e) = %exp (—%) +e 7 /de'F (€,¢€)

2l
g
x> TN (€ lw)n (€ + lw) (4.140)
l

with N, the density of states in the polaron band. The photoemission spectra calculated
with the Gaussian form of N, are shown in Fig 4.7. The broadened asymmetric line shape
occurs already at g = 1. For ¢g? > 2 and the bare half bandwidth D = 200meV the polaron
bandwidth 2w is compared or less than the phonon frequency. In this regime the second term in
Eq.(4.140) oscillates as a function of the binding energy just as the optical conductivity, Fig.4.6.
The characteristic angular dispersion of ARPES gives an estimate of the polaron bandwidth.

5.5 2 Large and small bipolaron

5.5.1 What Is Going On With Theories of Bipolarons?
(777 Virtor said that they are dead. So I'll write something about them)

5.5.2 2.1 Strong-coupling large bipolaron

Theory

Approaching the many polaron problem we first consider two carriers on a deformable
lattice. As in the case of a single polaron we distinguish a strong and intermediatecoupling
large bipolaron, formed by two large polarons in an ionic solid and a small bipolaron, formed
by two small polarons in any solid if the electron-phonon interaction is sufficiently strong. A
possibility of pairing of two large polarons was considered by Pekar (1951). He found that a
large bipolaron does not exist for any value of the crystal parameters, € and ¢,. Physically,
one can reach this conclusion by scaling arguments (Emin (1995)) similar to those applied to a
small polaron in the Introduction. The long range interaction with optical phonons is Coulomb
like at large distances. Then the total energy, which must be minimised for a large polaron is

w2 e?

- . 2.1
2mr?2  2kr (2.1)

Ey(r)

The first term in Eq.(2.1) is the minimum kinetic energy of a particle confined in a sphere
of radius r, while the second term is the potential plus the deformation energy. Minimising
Eq.(2.1) with respect to r one obtains the polaron radius

r, = 2n%ap
and the energy

1
Ep = —mOﬂw. (23)

The numerical coefficient in Eq.(2.3) (~ —0.025) should be compared with a more realistic
variational estimation -0.109 , Eq.(1.42). For a state of two carriers sharing the same orbital
state within a common potential well the corresponding functional is

w2 e? e?

—4—+ — 2.4
2mr? 2KT + er (2:4)

Eb(’f’) = 2
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where the first term is twice the polaron kinetic energy, the second term is four times the
corresponding term for a polaron because the polarisation is twice as large as that for a polaron,
and the last term describes the Coulomb repulsion between two
carriers. Minimising Eq.(2.4) we obtain for the bipolaron radius

€p — €

(2.5)

Ty =T
Pey — 2¢

with 7, determined by Eq.(2.2). Thus a large bipolaron can only form if ¢, > 2e. The
ground state energy is

1 —2¢\°
E, = ——ad*w (60 €> (2.6)

272 € — €
The large bipolaron is energetically stable with respect to dissociation into two separate
large polarons if the binding energy is positive:

A=2E,— E, >0 (2.7)
This however is not the case because
¢ 2
(1 — > — 1] <0 (2.8)
€p — €

While a large portion of the Coulomb repulsion is neutralised by the Frohlich interaction,
this long-range interaction alone remains insufficient to produce a bound state. Approaching
the problem from the weak-coupling limit Takada (1982) reached the same conclusion for the
three-dimensional case. He introduced the effective retarded interaction between electrons with
the Fourier component V' (q, ) determined as

A =2|E,|

4mre?

 e(qv)
The dielectric function €(q, v) = ¢ (w? — v?) / (w? — €yr?/€) takes into account the retarded
attraction, mediated by polar-optic phonons in a wide frequency region we/eg < v < w. By

the use of the two-particle vertex part one can derive the BetheSalpeter equation for the wave
function ¢p, describing the relative motion of two electrons in the momentum representation

V(aq,v) (2.9)

o = 0 (2.10)

p? A 4re?  (p? + p + 2mA + 2mwe /)
E—i_ Pp + p—p'Pe (P +p?%+2mA + 2mw)
o [p—p[e 74D

There are no solutions to this equation with a positive binding energy A in three dimensions.
As is known from an elementary problem in quantum mechanics, a bound state can be formed
more easily when the dimensionality is decreased. Since the state of the large bipolaron can
be considered as the linear combination of longwave plane waves, the density of one-particle
states near the bottom of the conduction band enters the problem. It should be large in order
to bind two electrons. In a 3D system, however, the density of states vanishes at the bottom
of the band and thus the bound state cannot be formed. Compared with a 3D system, a 2D
system has a better chance to provide the bound state, because in a 2D system, the density
of states is finite at the bottom of the band. In a 1D system, one can expect an even larger
binding energy, because the density of states at the bottom of the band is infinite in this case.
Takada found that in 1D and 2D system there is indeed a
bound solution of the Bethe-Salpeter equation with rather low binding energy. One can prove
the absence of a bound state in three dimensions for any direct retarded interaction between elec-
trons with the Fourier component of the form of Eq.(2.9) if the static dielectric function €(q, 0)
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is positive for all q (Khomskii (1995)). In the general case, however, the static electron-electron
interaction can be attractive, which formally corresponds to the negative sign of €(q,0) for fi-
nite ¢. This happens in some simple metals and, in particular, in complex compounds because
short-wave acoustic and local vibration modes contribute to the electron-electron interaction.
There are arguments, that a negative short-wave static dielectric function does not necessarily
lead to a global instability (Dolgov et al (1981)). Moreover in a strongly polarisible lattice with
€o/€ > 1 the bipolaron radius, Eq.(2.5) is close to the polaron one. The absolute value of the
binding energy |A| in units of twice the polaron binding energy calculated by scaling is very
small

Al e
~2— k1 2.11
215, = %a (2.11)

Therefore one can expect that two polaron wave functions strongly overlap and the quantum
exchange interaction can stabilise Pekar’s bipolaron even without any other attraction except
the Frohlich one. This was first realised by Vinetskii and Giterman (1958). The functional,
which must be minimised is now

Jp (U (ry,13)) :/drl/drg

4 0 21w (1)
- // drydr} // drgdr’g‘ (ry, o) [9 (17, 13) (2.12)
2map lr; — ]|

The minimum of Eq.(2.12) should be compared with twice of the minimum of a polaron
functional J(¢(r)), Eq.(1.9). Then the bipolaron binding energy is

VAW (ry, ) | [Vl (ry, ) [0 (g, 1) [
_|_
2m 2m €lry — o

A = 2min(J) — min (J,) (2.13)

Vinetskii and Giterman selected the variational singlet function in a symmetric form similar
to that of the hydrogen molecule

Y (ry,re) = Al (r1 —a/2)Y (ra+a/2) + ¢ (ra —a/2) Y (ry + a/2)] (2.14)

where A is the normalisation factor and (r) is a single polaron function. Correlations

between polarons are taken into account by assuming a nonzero distance |a| between them. For

a small distance the polarisation attraction force depends differently on the distance compared

with the Coulomb repulsion. Therefore the separation of two polaron clouds can stabilise a
bipolaron. The simplest form of ¢(r) as for Pekar’s polaron, section 1.1

() = — e (2.15)

yields a positive binding energy if
£ <005 (2.16)
€o
The maximum binding energy at €/ey — 0 is small:
A
2|Ep|

and the distance between two polarons is about 1.5 of the polaron radius r,. Vinetskii and
Pashitskii (1983) extended this approach to a crystal having two-dimensional or one-dimensional

= 0.08 (2.17)
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anisotropy of the carrier mass, either for easy movement in a plane mj < m, or for easy
movement along an axis m) > m . Here mis the in-plane and m is the out-of-plane mass. A
variational polaron wave function was taken in the Gaussian form

9 3/4
U(r) = B26 <;) A0 (2.18)

where 3, ' are variational parameters, z is the coordinate perpendicular to the plane and
p? = 22 + y%. The effective mass anisotropy widens the range of existence of Pekar’s bipolaron
and increases its binding energy as shown in Fig.2.1 for the easy movement along the axis.
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Fig.2.1. Dependence of the bipolaron binding energy on $\epsilon / \epsilon {0}$ for different
values of the anisotropy

£ related to my/my by

a6 [emn (VE=T+¢) — vVET|/ [eyE=T—tn (VET+€)] = myfm.

It is seen from Fig.2.1 that when m)/m, > 1({ > 1) a one - dimensional bipolaron can
exist for a considerably larger ratio €/¢y compared with the 3D case.

The variational approach to Pekar’s bipolaron was improved by Mukhomorov (1982) and
by Suprun and Moizhes (1982). Mukhomorov represented the two-particle wave function of the
singlet state as a series of different polaron configurations including |1s2),|1s2p) and |2p?)

U (ry,r9) = A[|15%) + C1|1s2p) + Cs [2p7)] (2.19)

where different terms are symmetrised products of s-wave 1, ~ (1 + fr)exp(—pfr) and
p-wave 1, ~ rY10(O)exp (—f'r) one-particle functions centered at the same site rather than
at two different sites. This refinement of the variational wave function with four variational
parameters C o, f and ' increases the binding energy up to A/2|E,| = 0.195 and the range of
existence of the bipolaron up to €/€y < 0.1. Suprun and Moizhes found a simpler trial function
with only two variational parameters 3, 5’

W (ry,12) ~ s (r1) Y5 (r2) (14 5" 11 —12]), (2.20)

which gives a lower binding energy and a wider region €/¢y < 0.14 than those determined
with Eq.(2.19). It can thus be expected that, if the electron correlations are taken into account,
a large bipolaron can exist with rather low binding energy.

5.5.3 2.2 Intermediate-coupling large bipolaron

Theory

As in the case of the large polaron the continuum approximation for the lattice polarisation
is unacceptable for low and intermediate values of the electron-phonon coupling constant «.
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There is another problem with the variational estimation of the bipolaron binding energy in
section 2.1 where the single-polaron energy £, is estimated with the same shape of the polaron
trial function as for the bipolaron one. Adamowskii (1989) noticed that the values of 2|E,)|
obtained by the Pekar strongcoupling method were much too low compared with the best
estimates based on the path-integral approach. After recalculating the variational results for
A of section 2.1 with the use of the best estimate of a single polaron ground state energy
|E,| one obtains no binding of two polarons, with an exception of very large a.. Consequently,
there is no reliable conclusion concerning the existence of a large bipolaron within the strong-
coupling variational analysis. A more reliable conclusion can be reached by applying the LLP
and displacement canonical transformations as in the case of a single intermediate-coupling
polaron, section 1.4 (Bassani et al (1991)).

Here two electrons in interaction with a phonon field are described by the following Hamil-
tonian

62

H= -+ + (Vadge™™ + h.c.)
q

7j=1.2

+ ) wq (didg +1/2) (2.21)

€|ry — 1y

Since the Hamiltonian commutes with the total linear momentum one can eliminate the
center-of-mass coordinate and classify the relative motion of two polarons with the angular
momentum L. Both linear and angular momenta include the phonon contribution. Their con-
servation constrains a possible shape of the trial functions. Introducing the relative coordinate
r = r; —ry and the position of the center of mass R = (r; + r3) /2 one can write the Hamiltonian
in the form

V%{ v% iqR
H:_E_E—i_ Zq:[Vd qcos(q-r/2)e'? +hc + +qu dd +1/2) (2.22)

The unitary LLP transformation exp Sr;p with

Spep =1 (q-R)didq (2.23)
q

diminates the center of mass coordinate from the Hamiltonian. To classify the eigenstates
by the total angular momentum one can introduce new phonon operators

q *
i = b [ 49YEn () dy 2:20)

where df, is the element of solid angle 24 of q and Y;,, is a spherical harmonic. The
variational trial state |L, M), which is an eigenstates of L and M = L., is constructed
by the use of the displacement operator exp S(r) as

L, M) = Ry, (r)Yp s () exp S(r) (2.25)

Here

= Z /0°° dq [9q.1(r)Yim () dgim — h.c.] (2.26)

and

Ry(r) = ArPer/me (2.27)
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The energy (L, M|eStt? He=StP|[, M) is minimised with respect to the variational pa-
rameters 7,  and the variational function g¢,;(r). The latter can be expressed analytically
through the confluent hypergeometric functions. The total energy is calculated numerically
and compared with twice the intermediate coupling polaron the two-dimensional case with the
three-dimensional interaction Vg ~ 1/,/q as well.
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Fig.2.2 Dependence of the bipolaron binding energy on the coupling constant « in the
threedimensional case for €/¢y = 0 and L = 0, 1(a) and in the two-dimensional case for different
values of n = €/eq(b).

Compared with the Pekar’s variational approach there are several new features of the bipo-
laron formation in the intermediate coupling regime.

1. The large bipolaron exists (A > 0) only if the electron-phonon coupling constant «
is greater than a critical value a., which is ~ 6 in three dimensions and ~ 2 in two
dimensions. The change in dimensionality increases the normalised binding energy by at
least one order of magnitude as shown in Fig.2.2 a,b;

2. The largest value of €/¢y for which A > 0 depends on the coupling constant a being of
the order of 0.05 in three dimensions and 0.4 in two dimensions.

3. The bipolaron radius is always of the order of a few polaron radii, i.e., in practical cases,
of a few A.

The latter means that a small bipolaron approach taking into account a finite bandwidth is
more appropriate even in the case of the Frohlich interaction.

5.5.4 2.3 Path integral approach to large bipolaron

Theory

A drawback of the variational formulation based on the canonical transformation is that
it does not permit us to study well the bipolaron stability since the estimations of the single
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polaron energy are poor compared to the path integral calculations. The variational method in
the form of the path integral applied to the Frohlich polaron by Feynman (1955) is known to
give a very good variational estimates of the polaron ground state in the intermediate coupling
regime. A large bipolaron problem was treated with path integrals by Kochetov et al (1977) in
the 3D strong coupling limit, by Hiramoto and Toyozawa (1985) in three dimensions for optical
and acoustic phonons and by Verbist et al (1991) for the whole coupling range in both two and
three dimensions.

The path integral method allows for an exact elimination of the phonon coordinates. All
thermodynamic quantities are known if one can calculate the partition function Z = Tr [e*ﬁH ] ,
where = 1/T is the inverse temperature in energy units (kg = 1). The Hamiltonian at
hand, Eq.(2.21) is the quadratic form with respect to the displacement (phonon) coordinates.
Consequently, phonons can be eliminated exactly

7 =2, 1;[ [2 sinh (%N B (2.28)

where the bipolaron partition sum 7, is a path integral in only the electron coordinates

rj(ﬁ) XJ
Z=1] / dx, / / )eSler(0:52(0) (2.29)

j=1.2 (0)=x;

The bipolaron action S [r1(t), ro(¢)] includes the kinetic energies, the retarded self and inter-
electron attractive interaction, mediated by phonons, and the Coulomb repulsion

S ru(r),ea(7)] = - /f or (Gt + 80 + s o)

+ > wg Vel / dT/ dsd (wq, T — 5) e CFIO7TE] (9 30)

Jil=1,2;q

where U = €?/e is a measure for the repulsion strength, and

w cosh (%“ —w|7|)
2 sinh (%w)

dw,7) = (2.31)

is the phonon Green’s function, which Fourier component is defined in Chapter 3. The
resulting path integral Z, cannot be evaluated. However, the upper bound to the free energy

Fy, = —T'In Z, can be estimated by the use of any trial quadratic action d
1
F, < Fy— B (S —So), (2.32)
where Fy = —T'In Z; is the free energy corresponding to the trial action Sy, and brackets

denote an average with weight exp Sy defined as

=7Z;'[] / dx; / / Dr] )(. .. )eolr®ra(t)] (2.33)
7XJ

7=1.2

While Hiramoto and Toyozawa used the quadratic action Sy with four variational parame-
ters, Verbist et al allowed two polarons to fluctuate around a mean distance
a from each other. The Coulomb repulsion was approximated by a quadratic one with strength
K. In analogy with the Feynman trial action for a single polaron, each electron interacts
quadratically with a fictitious particle of mass M and oscillator strength k. Furthermore, a
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quadratic interaction, with an oscillator strength &', between each electron and the oscillator
of the other electron is also allowed. The Hamiltonian H, describing the model is

v Vi k
Hy = R A T SR = AT
0 Z 2m 2M + 2 (rj R’])
7=1,2
k, 2 2
—1—5[(1'1—R2—a) +(I'2—R1+a):|
K
Y (r; —ry, —a)? (2.34)

In analogy with the elimination of the phonon variables, the oscillator coordinates R; can
be eliminated to construct the trial action

A m
O S i
(’“41;5;/ /dT/ dsd(v, 7 — 5) [e;(r) — 15(5)]”

/d’]’/ ds [r1(7) — ra(s) — a]?

g - )]

T (2.35)

where v = /(k + k") /M is the frequency of the free oscillator. The electrons now exhibit
a quadratic self-interaction, the second term in Eq.(2.35).

15

Repulsion U

Fig.2.3. The stability region for large bipolaron formation in 3D and 2D (Verbist et al (1991)).
Large bipolaron is formed below the curves, but above the shaded area.

They are bound together at an average distance |a| if the retarded attraction (the last
term) is larger than the direct instanteneous repulsion, which is governed by the constant K.
Minimising the right hand side of Eq.(2.34) with respect to the parameters M, k, k', K and |a|
Verbist et al obtained a lower bipolaron energy
than with the canonical transformation method. The critical value of the coupling constant was
found to be a,. ~ 6.8 in three dimensions. The path integral method gives not only a consistent
description of a single polaron and bipolaron within the same physical picture, but also allows
for a scaling relation for the free energy between different dimensions in the case when a = 0

Fop(a,U, ) = §F3D (32 ?%U, 5) . (2.36)
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This means that the free energy in two dimensions can be calculated from the free energy
in three dimensions by scaling the coupling constant « as well as the repulsion strength U with
a factor 3w/4. As a result the critical value of a in two dimensions is about 2.9. The space
(o, €/€p) in which large bipolaron exists in two (dashed curve) and three (solid curve) dimensions
is presented in Fig. 2.3, where the nonphysical part is shaded. Our general conclusion is that
the Frohlich interaction can lead to a bound state if the coupling constant is sufficiently large
and the ratio €/¢q is sufficiently small. This is rather surprising because the Frohlich interaction
never overscreens the Coulomb repulsion. Nevertheless, a bound state can be formed due to
the quantum exchange.

One can expect that the interaction with acoustic phonons and local vibrations acts to help
the bipolaron formation against the direct Coulomb repulsion. In fact it plays a dominant role
giving rise to the total direct attraction of two electrons.
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Fig.2.4 The critical acoustic phonon coupling constant for the small bipolaron formation as a
function of the adiabatic ratio for three different values of the normalised Coulomb repulsion
u.

As in the case of a single polaron, the deformation potential leads to the formation of small
bipolarons rather than large bipolarons. By use of the path integral method and the effective
mass (continuum) approximation for electrons Hiramoto and Toyozawa (1985) estimated the
strength of the deformation potential, which binds two polarons. The continuum approach is
sufficient for qualitative estimations if the Debye wave number ¢p ~ 7/a is introduced as an
upper limit cut-off in all sums in momentum space. The matrix element of the deformation
potential depends on the momentum as Vy = E41/q/2NMs. The acoustic phonon frequency
is wq = sq, where E; the deformation potential, M the mass of a unit cell and s is the sound
velocity. Applying the trial quadratic action similar to that with optical phonons Hiramoto
and Toyozawa found the critical value of the acoustic phonon coupling

A=2 (2.37)

sufficient to form the small bipolaron. Here E, = E3/2Ms* is the polaron level shift
calculated with Eq.(1.98) and D = ¢},/2m plays a role of the half bandwidth. When the
characteristic Coulomb repulsion is small compared with the half bandwidth, u = 2e%qp /TeD <
1 the transition between two free electrons and a small bipolaron occurs at A ~ 0.537 that is a
half of the critical value of A. at which the transition from large to small polaron takes place,
Ae ~ 1.075 in the extreme adiabatic limit, sqp < D. The effect of the adiabatic ratio sqp/D
on the critical value of A was found to be small, Fig.2.4. The bipolaron mass was estimated to
be enormous compared to the band mass in the extreme adiabatic limit while it is of the order
of the band mass for sqp/D > 1 as long as A = O(1). The deformation potential was found
to be more effective for the bipolaron formation compared with the Frohlich interaction. The
mean distance between the two electrons in a bipolaron is usually about the lattice constant a.
Consequently, the continuum approach does not work well in this type of problems. One would
have to use a lattice small bipolaron model taking into account the finite bandwidth (Chapter
6).
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5.5.5 2.4 Small bipolaron

Theory

Scaling arguments similar to those applied to the small polaron in the Introduction provide
us with an elegant simple method of studying the formation of a small bipolaron (Cohen et al
(1984)). The energy of two electrons confined in a sphere of radius r, including their Coulomb
repulsion and the deformation energy is estimated as

2 2 Moo2a2 3
T+ 9w\ 2ME, + — (T)

E =2
b(1,7) 2mr?  er 2

(2.38)

a
Minimising this expression with respect to the local lattice displacement x we obtain

2 2

Ey(r)=2—— +< —4E, (9)3 (2.39)

2mr? = er r

It follows from Eq.(2.39) that two electrons are bound into a small bipolaron of radius
r = a(Ey(a) < 0) if the interaction with local and (or) acoustic vibrations is sufficiently strong

A>0.5+u/8 (2.40)

where A = 2ma®E,/m? and u is the relative strength of the Coulomb repulsion, introduced
in section 2.3. For sufficiently weak Coulomb interaction, the small bipolaron forms at twice
lower coupling constant A\ ~ 0.5 than the small polaron, for which the critical value of A
estimated by scaling is about unity. This estimate is in perfect agreement with the path
integral variational calculations, Fig.2.4. In ionic solids with a high value of the static dielectric
constant €y > 1 polar optic phonons screen the Coulomb repulsion, rather than binds two
electrons. Consequently, even the intermediate coupling, A > 0.5 with acoustic phonons or
(and) local vibrations is sufficient to form the small bipolaron in ionic solids, because u is
replaced for ue/ey < 1.

Screening in solids and coupling with phonons are ill defined at large wave numbers of the
order of the reciprocical lattice constant. Therefore, one has to postulate the existence of small
bipolarons to explain some exotic properties of particular compounds rather than derive them
from the first principles. Along this line Anderson
(1975) and Street and Mott (1975) introduced the concept of a small on-site localised bipo-
laron in glassy semiconductors (chalcogenide glasses) to explain their magnetic and electric
properties. Though the ESR measurements did not reveal any considerable amount of localised
states, other experiments showed their density about 10'® per cm®. To explain these contra-
dicting observations Street and Mott and Anderson proposed that the local lattice distortion
is sufficiently strong for the reaction

2D — Dt + D~ (2.41)

to be exothermic. As a result in the ground state of chalcogenide glasses all donors are
positively or negatively charged and D are produced only by thermal excitation. The state
D~can be seen as a small bipolaron localised by the random potential.

Taking perturbatively into account the small polaron tunneling Alexandrov and Ranninger
(1981a,b) introduced small bipolarons into the theory of superconductivity. This allowed for
the prediction of the high 7. value about 100K (Alexandrov (1983), Alexandrov and Kabanov
(1986)) and for the explanation of a number of kinetic and thermodynamic properties of high
T. superconducting oxides (Alexandov and Mott(1994), Chapter 8). The advantage of the
perturbative approach is that in zero order the ground state can be studied without taking
into account the electron kinetic energy, which is small perturbation due to the polaron band



5.5 2 Large and small bipolaron 87

narrowing (section 1.6 and Chapter 4). Consequently, one can obtain the binding energy and
the size as well as geometry of the small bipolaron from the first principles by the use of the
static lattice minimisation techniques (Catlow(1989)).

5.5.6 2.5 Small bipolaron in perovskite structures

Theory

Lattice minimisation techniques are used very extensively in modeling the energies of defects
and impurities in ionic and semi-ionic insulators. Interactions between atoms in the lattice are
presented by an effective potential including both Coulomb and short-range terms.

Fig. 2.5. $\mathrm{CuO} {6}$ unit in LayCuOy.

This yields an equilibrium structure and phonon dispersion curves which are close to those
observed experimentally. In their modeling of small bipolarons in doped CazCuO, Zhang and
Catlow (1991) treated holes as Cu®* or O~ species placed in
the dielectric matrix with the CuOg unit, Fig.2.5. The energy of a region of the crystal sur-
rounding the hole or the hole pair is then minimised with respect to the coordinates of the ions
within the region containing ca. 200-300 ions.
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Table 1Cu®~ — Cu®" pairs: configurations and energies
configuration \ number \ separation of pair d/A \ binding energy —FEj, eV \ Coulomb
intralayer
Cu(l) | 3.81 0.414 0.135
Cu(2) |5.41 0.254 0.095
Cu(4) | 8.54 0.092 0.060
1..
G
: T8
C
» Cu(5) | 10.81 0.120 0.048
interlayer
P
k]
Lelle
e y
Cu Cu(6) | 7.10 0.046 0.073
i',..‘r
1 "1‘& o
Cu™

Cu(7) | 10.74 0.036 0.058

The response of the more distant regions of the crystal is calculated using approximate
procedures based on a continuum model employing the relative permittivity of the material.
With a proper choice of the inter-atomic potentials one can find the binding energy of the small
bipolaron of different geometry with accuracy within 0.01 eV. The pairing was studied for a
variety of separations in three types of possible bipolaron (Cu** — Cu®*, Cu®* — O~and O~ —
O~ pair). Intercopper and copper-oxygen intersite bipolarons are unstable both for interlayer
and intralayer pairing, as one can see from Tables 1-3, where the binding energy is negative for
all separations studied. The sum of the binding energy and the Coulomb repulsive energy in
the Tables yields an estimate of the lattice distortion contribution to the pairing. If the sum is
negative the lattice opposes bipolaron formation together with the Coulomb repulsion, and it
favors bipolarons when the sum is positive.

The results of O~ — O~ pairing studies are shown in Table 4. Three stable bipolaron config-
urations were found. For configuration O(1), the bipolaron is bound by ca. 0.06 eV , whereas
bipolaron configuration O(2) is bound by ca.0.12eV. These two bound oxygen pairs are situated
at the nearest-neighbor sites (d = 2.66A) and next-nearest-neighbor sites (d = 3.11A). There
is also a lightly bound bipolaron O(4)
with a binding energy of 0.001 ¢V at d = 3.58A. When d is larger than 3.81A all the configu-
rations are energetically unfavorable.

In order to distinguish pairing from the phase separation of holes one can calculate in
addition to the binding energy of two holes A, the binding energy of four holes A4 with respect
to hole pairs. If Ay is positive then phase separation would be expected. In the nearest-neighbor
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site pair and next-nearest-neighbor site pair Zhang and Catlow found, however, a positive A
and a negative A4, which promote bipolaronic superconductivity (Chapter 6) without phase
separation.
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Table 2Cu®" — O~ pairs (intralayer): configurations and energies

configuration number | separation of pair d/A | binding energy —F},/eV | Cc
OCu(1) | 1.91 1.010 0.2
OCu(2) | 2.46 0.228 0.2
OCu(3) | 4.31 0.237 0.1
OCu(4) | 4.64 0.129 0.1
OCu(S) | 5.72 0.114 0.
OCu(6) | 5.79 0.053 0.C
o
(="
8 o
Cu™ | 44+
OCu(7) | 6.89 0.145 0.
OCu(8) | 7.87 0.078 0.C
21 .
0O
Cu’" 4—*’ 1
OCu(9) | 7.89 0.137 0.C




5.5 2 Large and small bipolaron 91

Compared to the Coulomb repulsive energy the non-Coulombic lattice contribution is larger
being ca. 0.2 — 0.3e¢V for the intersite oxygen pairs. It was found that after latLice relaxation,
the distance between O~ species decreases by 0.674A in configuration O(1) and by 0.564A in
configuration O(2). The relative change of the pair distances in 25% for configuration O(1) and
18% for configuration O(2). This enhanced attraction is due to the covalent interaction between
two O~ species. An important feature of the bipolaron formation in perovskite structures is that
the bound state of the in-plane oxygen hole with the apex hole is more favorable. The binding
energy of small bipolaron is strongly related not only to the distance of the pair but also to the
detailed geometry of the site where the polaron is situated. Therefore, it is necessary to study
the pairing mechanism of doped LasCuQy4 using three-dimensional rather than two-dimensional
models. The lattice contribution to the binding energy
is estimated to be larger than the characteristic antiferromagnetic exchange energy of the order
of 0.1 eV. However, the latter is of the order of the binding energy A of the bipolaron and
favors pairing further (Mott(1990)).

Table 3Cu® — O pairs (interlayer): configurations and energies
configuration | number | separation of pair d/A | binding energy —Fj/eV | Coulomb repulsive energy F,, eV

@ OCu(11) | 4.92 0.061 0.105
OCu(12) | 6.75 0.006 0.076

g
- o
%
; | Toe
e - =
G}
o

OCu(13) | 7.23 0.096 0.071
@ OCu(14) | 7.76 0.079 0067
@ 0Cu(15) | 10.17 0.041 0.060

configuration | number | separation of pair d/A | binding energy —F},/eV | Coulomb repulsive energy E,/eV

0x(2) 2.66 -0.059 0.194

]
0x(2) 3.11 -0.119 0.166
=: 0x(3) 3.17 0.036 0.163
@@ Ox(4) 3.58 -0.001 0.144
L= 0x(5) 3.81 0.228 0.135

o ﬁ_“ i (8]
-ﬁ% Ox(6) 3.81 0.127 0.135

In a similar study Allan and Mackrodt (1990) observed the difference in the bipolaron
formation for Nd,CuO4 compared with LasCuOQy4. They found no confining interactions in
NdyCuQy. It seems that the difference in bipolaron results for these two materials may arise
from their structural difference (there is a CuOQg layer in LayCuO,4 whereas there is a CuQOy
plane in Ndy;CuQOy,). The detailed lattice structure may play an important role in the small
bipolaron formation. As an example, the similar calculations performed on hole interactions in
NiO revealed a much larger
repulsive interactions, and no configurations were found in which hole pairing might be ex-
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pected. The lattice minimisation techniques show that the LayCuO, structure is especially
effective at screening of the Coulomb repulsion and the formation of intersite small bipolarons.

5.5.7 2.6 Effect of the kinetic energy on small-bipolaron formation

There is a finite probability for an electron to tunnel from one site of the lattice to the
neighboring sites. The corresponding kinetic energy and the Coulomb repulsion oppose the
small bipolaron formation. When the coupling constant is relatively large A > 1, the hopping
integrals are exponentially small as in the Holstein two-site model, section 1.6. Then the kinetic
energy is a small perturbation and the static minimisation technique discussed above works
perfectly well. However, in the intermediate coupling region A < 1 the tunneling competes
with the selftrapping and with the binding, trying to destroy both. The effect of the kinetic
energy on the formation of small bipolaron depends on the lattice structure and geometry of the
pair, because the binding energy is strongly related to them. In the case of a non-Bravais lattice
such as the CuOO, plane of high T, copper oxides some specific difficulties appear because of
the multiband energy structure. A reasonable estimate of the kinetic energy effect on the small
bipolaron can be obtained by solving a discrete Schrodinger equation for two electrons in the
nearest neighbor approximation for a realistic crystal structure (Alexandrov and Kornilovitch
(1993)). In this section we consider the solution of the two-particle problem on the CuO, plane
modeling the repulsion by the positive Hubbard U term on copper, and the lattice mediated
attraction by the negative term —V on plane oxygen.

Within the discrete approach two electrons (holes) with opposite spins on the CuOs plane are
described by the nine-component wave function ¢z, (m;, my). Each component is a probability
amplitude to find one electron on a copper site (8 = 1) or on two different plane oxygen sites
(8 = 2,3) of the cell Fig.2.5 (the lattice vector m, ), and the other electron on the site v = 1 or
2,3 in the cell my. The discrete Schrodinger equation is the infinite system of linear algebraic
equations

E¢g, (my,my) = =Y (=1)=/>/2 ¢, (my + 1,my) + ¢pa (my, my + 1)]

a,l
+ Updpy0my,me @y (M1, M) (2.42)
where Uy = U > 0 and U; = U3 = —V < 0 and all energies are measured in units of

the copper-oxygen nearest neighbor hopping integral J renormalised by the electron-phonon
interaction according to Eq.(1.118). The energy levels of p oxygen and d copper orbitals are
taken to be equal for simplicity. The coefficient (—1)%/2¥%/2 of the kinetic energy term is due
to the symmetry of two different p, , oxygen in-plane orbitals hybridised with the d,2_,» copper
orbital. The nearest Cu — O distance is conveniently taken as unity, so the size of the cell is
2 x 2. Then the Fourier transform of Eq. (2.42) is

(1o - E) & (k1. ks) = C(K) (2.43)
where
. 1 4 .
¢ (ki ko) = = D by (my,my) e e (2.44)

is the nine-component Fourier component of the wave function,

O(K> = —Updgy Z ¢r(a, K — q) (2.45)
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is the interaction term with K = k; 4+ ks being conserving total momentum of the bipolaron.
The kinetic energy of two electrons is given by the 9 x 9 matrix

Ty %l sinky, —2lsinky,
Hy= | —2ilsinky, 15 0 (2.46)
2¢1 sin ky, 0 15
with
R 0 2isin kg, —2iusin ko,
Ty = | —2isinky, 0 0 (2.47)
2i sin ko, 0 0

and I being a unitary 3 x 3 matrix. Substitution of a formal solution of Eq.(2.43) into
Eq.(2.45) yields three coupled equations with respect to Ci1,Ce and C33. From their consis-
tency we find the standard secular equation for the eigenvalues F(K)

Ud, —1 Vid, Vids
det —Udg —Vd5 —1 Vd4 = 0, (248)
—Uds Vidy —Vdg — 1
where
1
dy = 1 g [R11 + Rs3 + Ri3 + Rsi]
sin g, sin (K, — ¢y)
dy = [R11 + R33 — R13 — R3]

d3 = d2<y — $>,

g sin ¢, sin (K, — ¢) sin g, sin (K, — ¢,)
1=4) e
q q Kfq

X [2(Ri2 + R3a + Ros + Ro1) — Ri1 — R33 — Ri3 — Ry — 4Ry
4sin? g, sin’® (K, —
ds :Z Qy ( y Qy) (

Ry1 + R33 + Ri3 + Rs1)

EqPk—q
8 sin? g, sin® (K, — q.)
(Ri2 + Rs2)
Eabx—q
1 : : : :
+—E2E2 [8sin® ¢, sin® (K, — q,) (Ra1 4+ Ra3) + 16sin® ¢, sin® (K, — ¢;) Ras|
a4~ K-q

dg = ds(y — x). The one-particle spectrum is determined by

~Bi(k) = By(k) = E(k) = 2y/sin k, + sin® ky; Ba(k) = 0, (2.49)
and by

1
" B Es(q) - E,(K—q)’

which is a free two-particle propagator. The bipolaron forms if the binding energy

Ry, (2.50)

A(K) = min [EB (ki) + E, (ko] — E(K) = —4v2 — E(K) > 0. (2.51)
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The numerical solution of the secular equation, Eq.(2.48) shows that the pairs with K =0
are more stable, Fig.(2.6). For the center of the Brillouin zone, K = 0, the bipolaron exists if

8v2U
T 4V243U
Therefore, there is a critical value of the attraction V' ~ 3.8 above which the bound state
exists for any repulsion U.

(2.52)

ulsion U.
-2. O+

—-6. 0

-10. O

2 - gﬂ 2.0 4.‘Oﬁ‘: ‘ETOTHE;.YG_{rﬁﬁ:U.U

Fig.2.6. The energy of the bound state in units of the hopping integral versus the attractive
potential V for (1) K =U =0; (2) K = 0,U = 1000; (3) K = (7/2,7/2) and U is arbitrary.
The dashed line is the minimum of the kinetic energy of two electrons (—4+v/2).

The binding energy of a pair with the total momentum near the corners of the Brillouin
zone does not depend on the repulsive potential at all, Fig.2.6. The reason for this is that near
these points two particles interact on sites of only one and the wame type, so the repulsion on
neighboring sites of another type does not affect the pairing.

The solution of the Schréodinger equation for two electrons enables us to calculate the bipo-
laron size r, The space extension of the bipolaron wave function is determined by the sum

piar1+i(K—q)r

gbK (I‘hrg) ~ R (253)
zq: E? — [Eq + Ex—q]
To derive the asymptotics at p = \/x? + y> — oo one can apply the substitution
1 o -
g _Z'/ deeliE=07)¢ (2.54)
E 0

to the sum, Eq.(2.53), which allows us to integrate over q with the following result for K = 0

bo(,y) ~ /0 el A0 g €)1, 0 E). (2.55)

Here J,.(§) is the Bessel function and = x1 — 23,y = y1 — y2. For the direction along z =y
we obtain

¢o(@, ) ~ Qupa-1/2 ([E2/8 —2]* /2 - 1) (2.56)

where (), (z) is the associated Legendre function with the exponential asymptotics for v —
00

o(x,x) ~ e 1/ (2.57)

The bipolaron radius is smaller than two lattice constants



5.6 5 Phase transformations of the polaronic Fermi-liquid 95

2 <4
arccosh ([E2/8 — 2 /2 — 1)~

Ty = (258)

if the binding energy is not extremely small, A = |E +4+/2| > 0.01. Thus we conclude that
the bipolaron is small in the relevant region of on-site correlations within the CuO, plane. The
on-site Coulomb repulsion (Hubbard U), no matter how strong, cannot prevent the bipolaron
formation if the effective attraction on oxygen sites is relatively large V' ~ 3.8.

In the multi-polaron system the interaction of polarons with each other and with the lattice
results not only in the bipolaron formation. Because of the bosonic character of bipolarons their
Bose-Einstein condensation and consequently, the bipolaronic superconductivity are feasible.
At a large polaron density the charge and (or) magnetic ordering compete with the supercon-
ducting ground state. Our intention for the remaining part of the book is to discuss cooperative
properties of self-trapped carriers on a lattice paying special attention to the bipolaronic su-
perconductivity as the natural explanation for high T, metal oxides and doped fullerenes. In
the next Chapter we introduce the general formalism for the many electron-phonon problem
Chapter we introduce the generar BCS and apply it to normal metals and BCS superconductors.

5.6 5 Phase transformations of the polaronic Fermi-liquid

At low temperatures and (or) at high densities the residual polaron-phonon H,_,, and
polaron-polaron H,,_, interactions lead to phase transformations of the polaronic Fermi-liquid.
There are several major instabilities. The polaronic Fermi-liquid is unstable versus the bipo-
laron formation followed by the Bose-Einstein condensation if H,,_, is attractive at short dis-
tances. If the density of carriers is of the order of the atomic density the commensurate or
incommensurate charge-density wave (CDW) develops competing with the superfluid ground
state. If the Coulomb repulsion is atrong the polaronic Fermi liquid undergoes the metal-
insulator Mott transition. The ground state for the half-filled band is an antiferromagnetic
insulator, which, if doped, has spin-lattice small (bi)polarons as the charge carriers.

5.6.1 5.1 Bipolaronic instability

Theory

The polaron-polaron interaction is the sum of two large contributions of the opposite Aign,
Eq.(4.14). It is generally large compared with the polaron bandwidth. This is just the opposite
regime to that of the BCS superconductor where the Fermi energy in the largest one. In
polar solids the Coulomb repulsion is perfectly screened by the lons. Then the acoustical and
(or) molecular phonons make the short-range interaction between polarons to be attractive. As
discussed in Chapter 2 two polarons furm a small bipolaron at intermediate value of the electron-
phonon coupling A > 0.5, practically independent off the value of the Coulomb potential. In
the multi-polaron matem the formation of bipolarons is manifested as a pole in the two-particle
vertex part at large ¢ corresponding to the pairing of small polarons. For a short distance (large
q) the Fourier component of the interaction v(q) = U might be positive or (777)live. Because the
polaron bandwidth is normally smaller than |U| we can consider this static dielectric function
defined by Eq.(4.66). For (T > w) we have

n(2 —n)U

€(q,0) =1+ ——

(5.1)

A screened short-range interaction is given by
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~ U ur
U= = 5.2
€(q,0) T £T* (52)
with the characteristic temperature
Uln(2 —

The upper sign corresponds to the repulsion U > 0 while the lower sign (-) to the attraction,
U < 0. One can see that in the temperature region w < T" < T™** the short range repulsion
is sufficiently suppressed by the screening. The two-body correlations lead to a modification
of polaron trajectories, which reduces the Coulomb self-energy to a magnitude of the order of
the polaronic bandwidth if 7"~ w. In the case of the attraction the pole occurs in the effective
interaction U at T = T**. Therefore, in this case T** is the critical temperature of the bipolaron
formation. For a half-filled band (n ~ 1)T** is of order of the attraction itself and might be as
high as 103K, section 2.5.

5.6.2 5.2 Cooper pairing of nonadiabatic carriers

Theory

For an intermediate value of A ~ 1 the effective interaction of polarons can be comparable or
even less than the polaron bandwidth, both being less or of the order of the characteristic phonon
frequency. If a pair binding energy A is small compared with the renormalised bandwidth 2w,
polarons constituting a pair tunnel through many sites during the characteristic time 1/A.
Therefore a pair spreads over a large number of sites. Such ’extended’ bipolarons consisting
of two small polarons are overlapped similar to Cooper pairs if their density is compared with
the atomic one. This is a narrow region of the coupling where the BCS approach is applied to
nonadiabatic carriers with a nonretarded attraction. Bipolarons are then Cooper pairs formed
by two small polarons (Alexandrov (1983)). The appropriate Hamiltonian is the extended
Hubbard Hamiltonian taking into account the polaron narrowing of the band

1
H, = Z (c(m —mn) — pd; ;) cZT-cj + §vijczc}cjci) (5.4)
'7j

where o(m) is determined with Eq.(4.17) for the nonadiabatic system (w > D/z), or with
Eq.(1.135) in the opposite case. For simplicity one can keep only the on-site vy and the nearest
neighbor intersite v; interactions. At least one of them should be attractive to ensure the
superconducting ground state. By introducing two order parameters

Aog = —vo (mACm,))
A1 = —U <Cm7Tcm+a,¢>

and transforming to k -space one arrives at the usual BCS Hamiltonian
Hy =3 el s + 3 [AK) el + e, (5.7)
k,s k

where & = € — v is the kinetic energy of the polaron tunneling with momentum k and

Sk + 1
w

AK) = Ay — A, (5.8)
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is the order parameter corresponding to a singlet pairing. In general a triplet p-wave pairing
is also possible with the Hamiltonian, Eq.(5.4).

Applying the standard diagonalisation procedure to the Hamiltonian one obtains for the
order parameter

A(k) e + Ak)?
_ = tanh 5.9
(e 1C-x,1) 2 /&2 1 A(K)? n oT (5.9)
and with the definition Eq.(5.5,6)
k 2 1 A(k)?
Ay =20 QA( ) o VoA (5.10)
N =2,/ + A(k)? 2T
2 A k 2
Ay=—2% Ak (Gt 1) o Vit AK) (5.11)
Nw £~ 2,/¢¢ + A(k)? 2T

The last two equations are equivalent to the BCS one for A(k) = A(§) with the potential
depending on energy and with the half bandwidth w as a cutoff of the integral instead of the
Debye temperature,

A§) = dg'N, (€)V (€,€) tanh (5.12)

—w—p 2 /5’2—{—A(§’)2 2T

with V' (£,&) = —vg — zvl%w. The polaron density of states is enhanced due to the
polaron narrowing effect:

/w—ﬂ A(€) §2+ A(¢)

Ny(€) = 6 (€~ &) (5.13)

luing of order of 1/2w instead of 1/2D for a bare band. The on-site and intersite interaction
terms are both attractive (< 0) or one of them (on-site) may be repulsive.

5.6.3 5.3 High 7, polaronic superconductivity

Theory

The critical temperature T, of a polaronic superconductor is determined from the Imo
linearised equations in the limit Ag; — 0 :

2
B
(1+A(ﬂ+“—2)) = PEA =0 (5.14)
v W w
A
—%A + (14 B)A; =0 (5.15)

where A = Ag — AL and

201 w=p d€ tanh QLTC

A="— 5.16
sop PP dEE tanh 55

B="2 — 2T 1
2w w? (5.17)

—w—p
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These equations are applied only for a weak and intermediate polaron-polaron coupling
|vo1| < w. In the limit of the weak coupling one obtains from Eq.(5.14,15)

2 2
T, ~ 1.14w\/1—'u—2exp —w2 (5.18)
w v + 2v1L5

The expression Eq.(5.18) plays the same role in the polaronic superconductivity as the BCS
one for the low temperature superconductors. It predicts superconductivity even in the case
of on-site repulsion vy > 0 if this repulsion is less than the total intersite attraction z|vq|. It
also predicts a nontrivial dependence of T, on the doping. With the constant density of states
within the polaron band the Fermi level p is expressed through the number of polarons per
atom n

p=w(n-—1) (5.19)

and

T. ~ 1.14w/n(2 — n) exp ( 2w ) (5.20)

vo + zvy(n — 1)2

T, has two maxima as a function of n separated by a deep minimum for the half filled band
(n = 1) when the nearest neighbor contributions to the pairing are mutually compensated.

The basic phenomenon that allows a high value of T, is that the polaronic narrowing of
the band, which eliminates the small exponential factor in the BCS or McMillan’s formula
Eq.(3.116). To show this we rewrite Eq.(5.20) in a slightly differ ent form separating the
phonon mediated attraction and the Coulomb repulsion and taking explicitly into account the
polaronic narrowing effect:

- exp (—g°)
T, ~D _r o EPTI) 5.21
eXp< 9 p— ) (5.21)
where D = 1.14D/n(2 — n),

2B, +z(n— 123 Y (Quge ™
N 2D

A (5,22)

and

U+ z(n—1)%V,
B 2D

with U and V, the onsite and intersite Coulomb repulsion, respectively. There are four
independent parameters which determines the value of T,, in particular the bare bandwidth D,
the polaronic level shift E,, the number of phonons ¢* in a polaronis
cloud, and the Coulomb repulsion p.. They correspond to the four independent parameters
of the Frohlich Hamiltonian: the electron kinetic energy Er ~ D, the matrix element of the
electron-phonon interaction v ~ g, the characteristic phonon frequency w = E,/g*, and the
Coulomb (pseudo)potential. Because only g* (or w) depends on the ion mass one can determine
the maximum value of T, with respect to ¢g? keeping D, \ and p constant. Differentiating
Eq.(5.21) with respect to g* we obtain for the maximum 7

fie (5.23)

N — e
T = pr—H
(&

(5.24)

Cc

The applicability of this formula is restricted by the intermediate region of the interaction
constant A\ — u. < 1 because of the formation of bipolarons in the large A limit (Chapter 6).
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However, if bipolarons are intersite and their effective mass is of the order of the polaron effective
mass the expression Eq.(5.21) also describes the Bose-Einstein condensation of bipolarons, as
we discuss in Chapter 6.

020 4

g8 / \

0.00 1.00 2.00 5 300 4.00 50
g

Fig.5.1. Critical temperature of a polaronic superconductor (in units of Z~?) as a function
of the interaction constant g2 for two different values of the attraction between polarons, a =
1/ (A = pe).
T¢ is limited by the condition of the small polaron formation A > 1/4/2z (section (1)), which
restricts the maximum value of D in Eq.(5.24). The value of ¢ at which I. reaches its
maximum is g% = In (A — )", s0

D < V2zwin(A — )" (5.25)
and

V2z (A= pe) In (A = NC)_I

- (5.26)

T <w

Une maximum value of the critical temperature of order of w/3 is reached in the Inimon
of the intermediate coupling ¢? ~ 1, Fig.5.1, where on the contrary the BCS superconductor
has rather low T, of order of 0.1w. The absolute value depends on Wand can be as high as
200 — 300K depending on the value of the optical phonon
frequency. At large value of the coupling T, of the bipolaronic superconductor drops because
carriers become very heavy. Therefore we conclude that the highest T, is in the transition
region from polaronic to bipolaronic superconductivity. The fact that due to the polaron
nonadiabaticity the short-range Coulomb pseudopotential . is not suppressed contrary to the
BCS case with p? rather than p. does not change this conclusion if A — . is positive.

With the formula for T, Eq.(5.21) interpolating between polaronic and bipolaronic super-
conductivity one can explain the unusual oxygen isotope effect in superconducting oxides, in
particular its large value in low T, oxides, an overall trend to lower value as 7 increases, and a
negative « at high T, Fig.5.2. As it is shown below negative values of the isotope effect suggest
that in some high- 7, oxides polaronic (rather than bipolaronic) superconductivity may exist.
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onductivity may exist.

0.8
0.6
0.4
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T, (relative units)

Fig.5.2. Oxygen isotope effect:(0) Lag_,Ca,CuQOy, (A)Lag_,Sr,CuOy, (x)Las_,Ba,CuO,4
(Craw ford et al.  (1990)); (V) Yi_,Pr,BasCuszOggo (Franck et al.  (1991)); (+)
YBayCuy_,Ni,Og (Bornemann et al. (1991a)); (J) Bi — Pb — Ca — Sr — Cu — O (Bornemann
et al. (1991b)). Theoretical curve after Alexandrov (1992a).

As far as the oxygen mass dependence is concerned the formula Eq.(5.21) is applied both
to the BCS-like polaronic superconductor and to the Bose-Einstein condensation of intersite
bipolarons with the effective mass depending exponentially on the electron-phonon coupling
g :m*™ ~m* ~ exp(¢*) (Chapter 6). As mentioned above the only quantity, which depends
on the oxygen isotope mass M is g :

¢* = const VM + gf (5.27)

where g2 is a possible contribution to the mass renormalisation from the vibrations of other
ions and from spin fluctuations. Differentiating Eq.(5.21) one obtains

Bg? e 9
— 1— 2
o 5 ) (5.28)

where 8 =1 — ¢2/g* measures the relative contribution of oxygen to the small polaron
cloud. Expressing T, in units of D we find

T, e (5.29)
L=exp | —g° — .
A — lhe

With the equations (5.28,29) one can analyse the correlation between the critical tempera-
ture and the isotope shift, Fig.5.2. It follows from our considerations that with the isotope ef-
fect one can distinguish the BCS like polaronic superconductivity a < 0 from the Bose-Einstein
condensation of small bipolarons a > 0. With the increasing ion mass in the bipolaronic su-
perconductor the bipolaron mass increases and the Bose-Einstein condensation temperature 7T,
decreases. On the contrary in polaronic superconductors the increase of the ion mass leads to
the band narrowing and to the enhancement of the polaron density of states and therefore of
T.. The value of 8 ~ 1/3 obtained from the fit to the experiment, Fig.5.2 shows that more than
30% of the cloud around polaron comes from oxygen vibrations, the rest is due to vibrations of
other ions and (or) due to spin fluctuations, as proposed by Mott (1990).
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5.6.4 5.4 Polaronic CDW

Theory

At substantial band-filling the global structural and charge density wave instability driven
by the electron-phonon interaction can develop. A charge density wave (CDW) together with
a static lattice distortion is known to occur at a wave vector ¢ = 2kp in one-dimensional
systems (Peierls (1955)). Peierls pointed out that a one-dimensional metal turns to an insulator
because an energy gap opens at the Fermi level due to the doubling of the unit cell. This is an
electronically induced lattice instability accompanied by a modulation of the electronic density.
In the case of the weak electron-phonon coupling CDW develops also in 2D and 3D Fermi-
liquids with the 'nested’ Fermi surface. The theory has been worked out in the adiabatic and
weak coupling approximations for both w/D and A being small. In the strong coupling limit the
CDW ground state was discussed by Alexandrov and Ranninger (1981a). The central question
is the electron excitation spectrum. The ground state is a charge ordered state of on-site
small bipolarons. Taking into account the nonadiabatic corrections one should expect that the
lowest charge excitation mode corresponds to the bipolaron conneling to the nearest neighbor
site as discussed in Chapter 6. The dimerization of a half-filled Holstein chain of molecules
in the strong coupling regime has been studied by Hirsch and Fradkin (1983) by means of
the Monte-Carlo simulations. One of their conclusions is that the CDW order parameter is
reduced gradually with the increasing adiabatic ratio w/D due to the quantum fluctuations.
Nasu (1985,1991) and Zheng et al (1989) developed the variational approach to the Holstein
1D Hamillmian describing the multi-electron system locally coupled to dispersionless phonons

:—tZ(cclﬂ—i-hc)—ng i —1/2) <dT+d)+wZ<de +1/2) (5.30)

Here ny = c{ci and t is the value of the nearest neighbor hopping integral. The muilibrium
position of every oscillator is taken £¢+/2/Mw, 0 if gy + nmy = 0,2, 1,
respectively. One can apply three successive unitary transformations with three variational
parameters. The first one is a coherent state transformation for every phonon mode,

exp S = exp [Z(—ni“mm/wa (d} - di>] (5.31)

where my is the first variational parameter, which measures the phonon-staggered ordering.
As a result of the first transformation the equilibrium position of molecules becomes (—1)""'m
(for >~ n; = 1). The second transformation is

exp Sy = exp [629 (n; — 1/2) (dj - dl)] (5.32)

which is an 'incomplete’ Lang-Firsov polaronic transformation referring to the phononstag-
gered ordering state rather to the original homogeneous liquid. The variational parameter § < 1
measures the thickness of the phonon cloud around polaron, presumably allowing to consider
the weak-coupling Migdal and polaron regimes within the same variational approach. However,
differently from the displacement transformation of the Lee-Low-Pines theory (Chapter 1) or
from the complete Lang-Firsov transformation, applied within the 1/ expansion technique
(Chapter 4), the ’incomplete’ transformation, Eq.(5.32) leaves the substantial part AH,_,, of
the strong electron-phonon interaction in the transformed Hamiltonian

AHe gy = —gw(1 = 8) Y (s = 1/2) (d] + i) (5.33)

i
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Finally, one can partly offset the polaronic narrowing effect, which is less favorable in the
multi-polaron system compared with a single polaron one, by the third unitary transformation,
the so-called ’squeezing’ transformation (Zheng (1988))

exp S3 = exp [a Z (d;deT - didi>] (5.34)

This transformation generates a two-phonon coherent state with a being a third variational
parameter. At this point Nasu and Zheng et al neglect the off-diagonal interaction AH,_p;,
averaging the transformed Hamiltonian with respect to phonons. Thus the polaron and the
phonon subsystems are decoupled with the effective Hamil tonian

ﬁeff = <633652651H6_316—526—S3 >ph = —pt Z (Cch_l + hC)
+ Zﬁl [(25 —6%) Pw + (1)1 — §)gwmg 2Mw}

—2(26 = 6°) °w > _ fmtimn) + NEy (5.35)

where

p=exp [—g*6%e ] (5.36)

is a new band narrowing factor and

w cosh(4a) N Mw?m?
2 2

is the deformation energy per site. The effective Hamiltonian can be diagonalised with the
Bloch representation for electrons. The ground state energy is minimised with respect to mg, o
and «. It appears from the results of these calculations that because of the multi-polaron nature
of the problem and the squeezing effect the band narrowing is not so dramatic as in a single
polaron system. No order-disorder transition has been found and CDW ordering prevails for
the half-filling for all values of the adiabatic ratio w/D. This result is in agreement with the
Monte Carlo simulations. However, the excitation spectrum is less reliable because the large
off-diagonal interaction AH,_,; is neglected in the effective variational Hamiltonian. It can
have a drastic effect on the excitation spectrum.

As in the case of the polaronic Fermi-liquid the phonon excitation spectrum of the polaronic
CDW state can be studied analytically by the use of the 1/\ expansion technique (Gobel et al
(1994)). The CDW state of the half-filled chain of molecules in the strong coupling adiabatic
regime has the following configuration

$$

$$

The phonon operators are now replaced by new operators describing the vibrations around
the new equilibrium positions: d; — d; + «;. After the substitution the Hamiltonian reads as

Ey =

+ (0% — 26) g°w (5.37)

H = —tz <cjcj + h.c.) — QQOJZﬁZOéi — ng (n; — ai/q) <dI + di>

+wy (d}di v1/2+ af) (5.38)
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The last term represents the energy of the frozen distortion. The remaining terms give rise
to the definition of two new electronic energy bands resulting from the broken symmetry of
the ground state. The interaction terms are now supplemented by a term involving phonon
operators only. The reason is that due to the buildup of CDW the occupation number n; no
longer has lattice periodicity. The supplemented term serves to cancel the expectation value of
the interaction energy

[Ty defining an; = o and aw; 1 = B the new band structure is obtained by reverting to the
reciprocical space shrinking the Brillouin zone from 27 to 7 (the lattice constant is taken as
unity):

1/2
th+teen | | (e — thgn)’
B = —gla = §) + =" & G o L4 pua— by (5.40)
Where t, = —2 tcos k and the momentum k has range [—m/2,7/2]. The parameters «,

Hacribing the distortion are now to be determined self-consistently. By minimising

the total energy with respect to a and [ the lattice distortion depending on the coupling can
be calculated. The contribution from the interaction term is expected to be small if Eq.(5.39)
is satisfied. The amount of symmetry breaking is measured by A = (o — ) /g. Introducing the
familiar coupling constant A = g?w/2t we obtain as a result of the minimisation of (H)

w/2
Azéf dk AL (5.41)
TJ mj2  [cosk + N2A2]Y?

. nesting: 7=0

T T
0 0.1 02 03

Fig.5.3. Distortion with (a) and without (b) nesting.
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Energy

Fig.5.4. Electron energy bands of $1 D \mathrm{CDW}$ insulator for A > 1.

Besides the trivial solution A = 0 there is a nonvanishing one for every value of A\ which gives
the global minimum of the energy, Fig.5.3a. For large values of A > 1 we have A ~ 2 — 1/8)\%
In this range of A the two energy bands become very flat and are separated by a huge "Peierls’
gap of the order of 4¢g°w, Fig.5.4. The immediate breaking of symmetry regardless of the value
of A\, Fig.5.3a is an artificial feature particularly pertinent to one dimension. It is related to
Fermi surface nesting and completely removed in higher dimensions with the realistic Fermi
surface. To see the
general picture one can consider two dimensions with a pattern of symmetry breaking of the
form

ORNOBNONNORNON RORNO,
© 0|0 Ol Ol ©
Ol 01O 0|0 ©
O 0l Ol Ol ©

After symmetry breaking there will now arise four energy bands. However, the coupling
must exceed a critical value \. for symmetry breaking to take place unless there is Fermi surface
nesting. This can be verified with the bare kinetic energy dispersion of the form

Ex = —2t (cos ky + cos ky) + t (cos 2k, + cos 2k,) (5.42)

For t = 0 there is Fermi surface nesting and symmetry is broken for every value of the
coupling, Fig.5.3a. On the other hand the general case t # 0 shows no such pathological feature,
Fig.5.3b. By expanding the static ground state energy about the equilibrium value of A up to
the second order one finds for A > 1 the renormalised phonon frequency @ = w (1 — O (1/)?))
similar to that of the two-site Holstein model, Eq.(1.129). With increasing A the phonon
frequency decreases to the left of the critical point A < A., vanishes at the phase transition
and increases rapidly afterwards, as shown in Fig.5.5. This behavior of the phonon frequency
is reminiscent of that of the finite size cluster, Fig.1.6. The spurious kink in the curve &(\)
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immediately after the phase transition, Fig.5.5 is due to a static approximation for the energy.
Calculation done with the polarization loop (GF) smoothes out this part of the curve. The
static energy result are then reproduced with the lowest order in the adiabatic parameter w/t.

wp/m
1.0
0.8
0.6 GF

0.4 1

0.2

0 T T T T — A

0 03 086 09 1.2 15

lig.5.5. Renormalisation of the phonon frequency.

5.6.5 5.5 Small polarons in doped Mott insulators

Theory

I he formation and dynamics of polarons and bipolarons in strongly correlated narrow hand
metals became fascinating topics because of renewed importance on account of its application
to the high temperature superconductors. The behavior of a doped "Mott’ insulator - that is
an antiferromagnetic material in which the moments have value S = 1/2 is still an unsolved
problem; but we do not consider this to be the case for the antiferromagnetic materials in
general. In magnetic materials the carriers in the conduction band form spin polarons - some-
times called ferrons (Nagaev (1979)); that is a group of moments oriented antiparallel to that
of the carrier. This entity has a mass increasing exponentially with the number of moments it
contains. One can assume that this remains so for the simple Mott insulator such as LasCuQOy,
if holes in the oxygen 2p band are introduced by doping with strontium. Then polarons must
be of complex hybrid type. In the centre is a spin polaron, containing perhaps from 4 to 8
moments. But-in these highly dielectric materials, they will polarise the lattice. Both spin
and lattice will contribute to the mass enhancement (Mott (1993)). Consequently, the prob-
lem combines aspects of coupled fields with distinct time scales (electrons, phonons and spin
fluctuations), electron-electron interaction, lattice discreteness and, in real solids, competition
between trapping in a random potential and the self-trapping.

The qualitative effects of the lattice- and spin-polaronic distortion upon doping into an
antiferromagnetic stoichiometric background can be studied with the extended Peierls-Hubbard
model (Bishop and Salkola (1995)). In particular case of CuO 2 plane of high- T, copper oxides,
Fig. 2.5 the model takes into account both the electron-phonon interaction (via the modulation
of the atomic level E; as well as the hopping integral T;;) and the on-site (Hubbard U) and
nearest-neighbor repulsion terms (V')

H = Z Ez(u)ﬁl -+ Z TZ']'(U)CICJ‘ -+ Z UmﬁmTﬁmi -+ Z V;jTALlTALJ
i (i#7) m (i#7)

+ > wq (didg +1/2) (5.43)
q
where u is the lattice displacement. The electron-phonon interaction is introduced by the

expansion of E;(u) and T;;(u) up to linear terms in ion displacements u. The three-band
approximation is normally applied taking into account holes in C'ud,2_,2Op, and Op, orbitals
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interacting with each other and coupled with the motion of oxygen ions along the Cu — O
bonds. Bishop and co-workers made their calculations on large clusters (6 x 6 unit cells) with
periodic boundary conditions by the use of a Hartree-Fock technique for the electronic part and
a classical adiabatic treatment for the lattice part. Therefore, the polaron bandwidth or mass
remains outside of these calculations. When the electron-lattice coupling is absent, each added
hole in localised primarily on a single C'u site and four surrounding O sites. The spin density
at this C'u site is flipped so that a small ferron is formed. The spin densities at the four O sites
are small and in the opposite direction to the central C'u spin. As the electron-phonon coupling
is turned on, the C'u magnetic moment is reduced and the O atoms are displaced toward the
central C'u. At the C'u site, where a small polaron resides, reduction of the magnetic moment
results in strong mixing of the four O with the C'u. Then, substantially below a critical value
of the electron-phonon coupling A < 1 for destruction of the global antiferromagnetic state
the magnetic moment of the central C'u collapses. Finally, above the critical value of A the
antiferromagnetic undoped ground state is replaced by a non-magnetic (lattice) small polaron
state.
Under certain conditions the three-band Hubbard model discussed above in to

duced to a single-band ¢t — J model, in which the hole, constrained to a projected Hilbert space
without double occupancy of sites, interacts with the spin density (for references see Dagotto
(1994)). The formation of small polarons and bipolarons in the Holstein ¢ — J model was
examined by Fehske et al (1995) by means of a variational diagonalisation technique on finite
square lattices, up to 18 effective sites in size. The Hamiltonian of the 2D Holstein ¢ — J model
is given by

H=—t Z (c;rcj + h.c.) +J Z <Si .S, — iﬁzﬁ]>

(i#7),s=s") (i#7)
—gw> b (d} + di) +wy (djdi + 1/2). (5.44))
0.04

Fig.5.6. Dependence of the transfer amplitude on the electron-phonon coupling for the
onehole (a) and two- hole (b) cases. The solid, chain-dashed, long-dashed, and dashed curves
refer to w/l = 0.1,0.8,3.0,10.0, respectively. At w = 0.1t, the corresponding dependence for
noncorrelated carriers is presented by the dotted curve.

II acts in a Hilbert space without double occupancy, where n; = s cIn’scm,S,
H, =(1/2)),. CImSTSS’Cm,s’; and h; = 1 — n; denotes the hole number operator. The linet two
terms represent the standard ¢ — J model, where J measures the antiferromagnelic exchange
interaction and ¢ denotes hopping processes between nearest-neighbor colls on a square
lattice. The third and fourth terms take the electron-phonon interaction and the phonon
energy into account. The physics of the Holstein ¢ — J model 10 governed by two effects: the
strong Coulomb correlations (due to J/t and the consiraint of no double occupancy), and the
polaronic band renormalisation depending in A = g¢%*w/4t and w/t. Including static
displacement field, 'incomplete’ polaron diccasing and squeezing effect and averaging over the
transformed phonon vacuum as

described above, Fehske et al investigate numerically the ground state properties of the
resulting polaronic ¢ — J model. As a measure of the phonon- induced band renormalisation
the effective transfer amplitude

(5.45)
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is introduced. Here

E, = _pﬁt <Z (c;rcj + h.c.> (5.46)
(ig)

denotes the kinetic energy with the reduction factor p, determined in Eq.(5.36). The effective
transfer amplitude, calculated for J/t = 0.4 is shown in Fig 5.6a for the one hole case and
in Fig.5.6b for the two hole case for different values of the adiabatic ratio w/t. As in the
noncorrelated system for low frequencies (w < t), one can distinguish the free hole if A < 0.2
and the adiabatic small polaron for larger coupling with phonons. Increasing the electron-
phonon interaction, the mobility of the hole (~ t.ss) is strongly reduced when the small polaron
is formed. To discuss the effect of the electronic correlations on the self-trapping transition,
the noncorrelated case of spinless fermions is also considered. Obviously, the transition from
large to small polaron is obtained at a much larger critical value of A\, ~ 1, which corresponds
to the polaronic shift of the order of half the bare bandwidth, Fig.5.6a,b (dotted line). For
the nonadiabatic case (w > t) there are small polarons at all values of A, and the transfer
amplitude decreases smoothly with increasing A. As we have mentioned in section 5.4 the
drawback of the variational approach is that a large part of the electron-phonon interaction
is neglected because of the averaging with respect to phonons. However, the conclusion that
the critical coupling strength A for the selftrapping of the carriers in the doped Mott insulator
is considerably reduced by the antiferromagnetic exchange interaction seems to be reasonable.
Both lattice and spin distortions drive the system towards localisation. Therefore a rather weak
electron-phonon interaction (A > 0.2) can cause polaron band narrowing in strongly correlated
phoriz electron system supporting a prominent role of the lattice degree of freedom in the
cuprates.

5.7 6 Bipolaronic liquid

As we have mentioned in Chapter 5 the onsite or intersite attractive energy of two small
polarons is generally larger than the polaron bandwidth. At this condition real space pairs
of polarons i.e. small bipolarons form if temperature is not very high, 7" < T**. Then the
polaronic Fermi liquid transforms into a bipolaronic liquid. The latter is stable at low density
of bipolarons because the effective bipolaron-bipolaron interaction is repulsive for all distances
(see below). At large density the bipolaronic CDW state competes with the superfluid.

5.7.1 6.1 Coherent tunneling and repulsion of bipolarons

A small parameter w/A < 1 where A is the bipolaron binding energy, of order of the attrac-
tive energy provides us with a consistent treatment of the bipolaronic systems (Alexandrov and
Ranninger (1981a,b)). Under this condition the hopping term in the transformed Hamiltonian
H is a small perturbation to the ground state of immobile bipolarons and free phonons:

H = Hy + Hypery (6.1)
where
1
_ 7T
HO — 5 Zvijcicjcjci + ;wq (dgdq —+ 1/2) (62)
Z?]

and
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Hpert = Zé'ijC;er (63)
Y]

Under the condition A > w there are no unbound polarons in the ground state, and
the bipolaron motion can be described with a new canonical transformation exp (S2). This
transformation eliminates the first order of H,ey , which destroys the bipolaron and therefore
has no diagonal contribution:

_  (fl6scleslp)
ij
where Ey, and |f), |p) are the energy levels and the eigenstates of Hy. Neglecting the terms
of higher order than (w/A)? one obtains

(Hp)pp = (6521-?6_32)”, (6.5)

1 . .
(Hb)ff/ x~ (H(])ff/ - 5 Z Z <f|0'iilczjcz‘/’V><V’Ujj/C}Cj/ |f/>

;e gl
v ,237,7

(2 1 (6.6)
E,—E; E,_E; |

The nonzero matrix elements of Sy act between a localised bipolaron state and a state of two
unpaired polarons localised in different cells or sites (in case of on-site pairs). The expression
(6.6) determines the matrix elements of the transformed (bipolaronic) Hamiltonian H, in the
subspace |f),|f’) without unpaired polarons. On the other hand |v) refers to configurations
involving two unpaired polarons, so that

Ef—E, = —-A+) wq(nf—nY) (6.7)

q
q

where n{;” are the phonon occupation numbers (0, 1,2,3...). This equation is an explicit
definition of the bipolaron binding energy A, which takes into account the interaction between
bipolarons as well as between two unpaired polarons. The lowest eigenstates of H, are in the
subspace which involves only doubly occupied CIn,SCIn,s’|O> or empty |0) states. The bipolaron
tunneling takes place via a transition to a virtual unpaired state implying a single polaron
tunneling to the adjacent cell. The subsequent tunneling of a second polaron of a pair restores
the initial energy state of the system. Because the bipolaron band is narrow (see below) there
are no high-frequency phonons emitted or absorbed. Hence one can average H;, with the phonon

density matrix

oo
Hy,=Hy—1 Z cjci/c}cj// dte_mtfbg(t) (6.8)
35,5 0
with the real time ¢ in the multiphonon correlator ¢ determined in section 4.3. The difference
between the ’exact’ and averaged Hamiltonians can be treated perturbatively as the bipolaron-
phonon interaction (section 6.3). Taking into account that there are only bipolarons in the
subspace in which H;, operates one can rewrite the bipolaron Hamiltonian in terms of the

creation bj = cfmcin , and annihilation singlet bipolaron operators
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H, = —Z <A+%Zv$?m,) Nm

1_
+ Z <—tm,m/b1nbmr + §vm7m/nmnm/> (6.9)

m#m’

where n,,, = bl by, is the bipolaron occupation number operator,

T)m7 m! = 41}m7 m’ + ’Ur(i) m’ (610)

is the bipolaron-bipolaron interaction including the direct (density-density) Coulomb repul-
sion (V.), the attraction via phonons between two small polarons in different cells and a second
order correction

vﬁ?m, = 21'/ dtO™ ™ (1) exp(—iAt) (6.11)
0

which is repulsive. The origin of this repulsion is that a virtual hop of one of the polarons
of a pair is forbidden when the neighboring cell is occupied by another pair. The bipolaron
transfer integral is of the second order in the electron kinetic energy 7'(m)

tmm = 2@'/ dtd™™ () exp(—iAt) (6.12)
0

To calculate t and v® one can use the explicit form of the multiphonon correlator, @mm,,
Eq.(4.104). For (IDm m the expression is the same, but with the opposite sign of the argument of
the second exponent. If 7' = 0 and phonons are dispersionless the calculation yields (Alexandrov
and Kabanov (1986))

_ 729

(6.13)

tm,m’

Z l( 1 n kw/A)

and

@ _ —29 +29 6.14
Pt Z L+ kw/A) (6.14)

with a=m —m’. If A < w both the bipolaron hopplng and the second order repulsion are
about w?/A. However, for large binding energy A > w the bipolaron bandwidth dramatically
decreases being proportional to e~49” in the limit A — co. This limit is, however, not realistic
because A ~ 2F, — V, < 2¢g*w. Therefore, a more realistic regime is w < A < 2¢%*w, where

2v/21T?(a) { 5, A ( 29%})
tm,m/ = exXp _29 -
VwA w A

On the contrary the bipolaron-bipolaron repulsion increases, v? ~ D2?/A in the limit
A — oo. For dispersionless molecular or optical phonons the intermolecular attraction via
phonons (the second term in Eq.(4.14)) is zero. Therefore the direct Coulomb and the second
order v® repulsive terms lead to a total repulsive interaction between bipolarons, preventing
the formation of droplets. At finite temperatures the denominator of the second order terms of
the bipolaronic Hamiltonian, Eq.(6.6) turns out to be zero if the resonance condition Nw = A
is met (N = 1,2,3,...). This divergence is eliminated by taking into account the phonon
frequency dispersion and (or) by including the higher terms of the 1/\ perturbation expansion.

(6.15)
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The high temperature behavior of the bipolaron transfer integral is just opposite to that of
the small polaron bandwidth. While the polaron band collapses with increasing temperature
as described in section 4.4 the bipolaron band becomes wider 2* found by Bryksin and Gol’tsev

(1988)

(6.16)

E,+A
tm, ! ™~ T2 exp [—L]

2T

for T > w.

In the case of inter - site bipolarons, which are the bound states of two small polarons on
neighboring sites, there are two additional points. First of all an intersite bipolaron can be
formed with a nonzero spin S = 1 (triplet state) and with the energy J ~ w?/U above the
singlet state S = 0. This should be taken into account by introducing additional spin quantum
numbers S = 1;1 = 0,41 in the definition of b,. The second point is that in a simple
square or cubic lattice the inter-site bipolaron tunnels via the next neighbor hopping of a single
polaron rather than via two-particle (Josephson-like) tunneling, described with Eq.(6.12). This
‘crablike’ tunneling results in a bipolaron bandwidth of the same order as the polaron one. In
the perovskite structures the apex bipolaron is the ground state as discussed in section 2.5. Its
band structure is described below. In general, H, in the form of Eq.(6.9) is applied not only to
on-site bipolarons but also to inter-site or more extended nonoverlapping pairs if m includes
the spin, and ¢y, m is considered as a phenomenological parameter. The site index m should
be generally considered as a position of the centre of mass of the bipolaron.

5.7.2 6.2 Bipolaron anisotropic flat bands in high- 7, copper oxides

Consideration of particular lattice structures shows that small inter-site bipolarons can be
perfectly mobile even when the electron-phonon coupling is strong and the bipolaron binding
energy is large (Alexandrov (1995)). Here we analyse the important case of copper based high-
T, oxides. The existence of the 'parent’ Mott insulators suggest that high- 7, superconductors
are in fact doped semiconductors with narrow electron bands. Therefore, different types of
bipolarons can be found with computer simulation techniques based on the minimization of
the ground state energy, Eq. (4.15) without the kinetic energy term, section 2.5. The intersite
pairing of the in-plane oxygen hole with the apex one is energetically favorable in the perovskite
structures with the binding energy A = 0.119eV for LayCuQO,, Table 4. Obviously, this apex
bipolaron can tunnel from one cell to another via a direct single polaron tunneling from one
apex oxygen to its apex neighbor as shown in Fig.6.1.

tpp
apex

oy
P

4

Fig.6.1. Apex bipolaron tunneling in perovskites.
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To show this we consider the model Hamiltonian, including the oxygen-oxygen and
oxygen-copper hopping integrals

H = ZT,]czc]—i—qun] (uj(q)dg + h.c.)

q7.7

+ qu (dhdg +1/2) + Y Vigiun, (6.17)
q i,J

where T;; determines the bare band structure in the site representation; c;,c; are hole
annihilation operators for oxygen or copper sites 7, j;n; = c;r-cj is the number operator, V;; is
the direct Coulomb repulsion, which does not include the on-site term ¢ = j for parallel spins.
Oxides are strongly polarizable materials, so coupling with optical phonons dominates in the

electron-phonon interaction

(AVA: o'

) = g (6.18)

The lattice polarization is coupled with the electron density, therefore the interaction is

diagonal in the site representation and the coupling constant does not depend on the particular

orbital. In doped oxides optical phonons are partially screened. Then molecular and acoustical

phonons also contribute to the interaction. The canonical displacement transformation elim-

inates an essential part of the electron-phonon interaction. The transformed Hamiltonian is
given by

H=SHS = (T, — E,) an + (Ty — Eq) and)—i-Zawch
i#£]

q a,5,J

The first oxygen (p) and the second copper (d) diagonal terms include the polaronic level
shift, which is the same for oxygen and copper ions

E,=E;=)Y_|uj(q)’ wq (6.20)

q

The transformed hopping term involves phonon operators

0i; = Ty exp (Z u;‘(q)dl1 — h.c. > exp (Z uj(q)dq — h.c. ) : (6.21)
q

There are two major effects of the electron-phonon interaction. The first one is the band
narrowing due to a phonon cloud surrounding the hole. In case of a large charge Iransfer gap
E, > w the bandwidth narrowing factor is the same for the direct ¢,,, and the second order

via copper t](j)), oxygen-oxygen transfer, Fig.6.2a,b

ty = (0|6 |0) = e’ (6.22)
3 (O16pal ) (V10 |0} _ Toa g2,

~

Eo—E, B,

4@

pp’ —

(6.23)

v
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where |v), E, are eigenstates and eigenvalues of the transformed Hamiltonian, Eq.(6.19)
without the third hopping term, |0) the phonon vacuum, and the reduction factor is

G = 5 2 @ (1~ cos fa - (m, — m, ) (6.2

These expressions are the result of the straightforward calculations described below. The
direct hopping is given by

top = Ty (0] exp (Z w(q)df, — h.c. ) exp (Z Uy (q)dq — h.c. ) 10) (6.25)

With the help of eA1F = e4eBe~[4B1/2 gne obtains

by = Tpp/e_gip’(0| exp (Z u;(q)dg) exp (— Zup/(q)dJ&) |0) (6.26)

q

where

1

g5 =5 > ([u(@l + [u;(a)]* = 2ui(a)u;(a)) (6.27)

q
The bracket in Eq.(6.26) is equal to unity. Then Eq.(6.22) follows from Eq.(6.26) using the
definition of u;(q).
Taking into account that F, — Ey = E, + Zq wqnq the second order indirect hopping
Eq.(6.23) is written as

2 . > —q ~ ~
t) =i [t 03016010 (6.25)

where

Gpa(t) = Tpaexp (Z ur(q, t)clf,_1 - h.c.) exp <Z uq(q,t)dg — h.c.) (6.29)

Here u;(q,t) = u;(q) exp (iwqt) and nq = 0,1,2,... the phonon occupation numbers. Cal-
culating the bracket in Eq.(6.28) one obtains

() = e ¥e i exp (— > lup(@) = ua(@)] [uz(a) - uy(@)] ) (6.30)

q

If wq is g-independent, the integral in Eq.(6.28) is calculated by the expansion of the expo-
nent in Eq.(6.30):

b T D (S ()~ wa) [ui@ — w@)])
t;p), =5 ¢ pag Jap Z F T /) (6.31)

9 k=o0

Then Eq.(6.23) is obtained in the limit £, > w.
Substitution of Eq.(6.18) into Eq.(6.24) yields

E St (gam)
2 2
gpp” g = Up (1 - qam (632)
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if the Debye approximation for the Brillouin zone is applied. Here Si(z) = [ sin(t)dt/t,
m = a/y/2 and m = a for the in-plane reduction factor ggp, and for the apex-reduction factor

g%, respectively. For LSCO with ¢4 ~ 0.7A7" and @ ~ 3.8A one obtains ggp, ~ 0.2E,/w and
g*> ~ 0.3E,/w where E, is given by Eq.(1.99). Because the nearest neighbor oxygen-oxygen
distance in copper oxides is less than the lattice constant the calculations yield a remarkably
lower value of g2, ~ 0.2E,/w than one can expect with a naive estimate (~ £, /w).

The other effect of the electron-phonon coupling is the attraction between two polarons
given by the last term in Eq.(6.19). For the Frohlich interaction the polaron level shift in
Lay_,Sr,CuQy is estimated to be as large as E, ~ 0.6eV, section 1.5. Then with w = 0.06eV
one obtains gf)p, ~ 2. As a result a large attraction between two polarons of the order of
2FE, > 1eV is possible accompanied by only one order of magnitude mass enhancement. Such
a possibility is a result of the particular lattice structure and the phonon dispersion.

The bipolaron hopping integral ¢ is obtained by projecting the Hamiltonian, Eq.(6.19) onto
the reduced Hilbert space containing only empty or doubly occupied elementary cells. The
wave function of the apex bipolaron localised, say in the cell m is written as

4
’m> = Z Aic']L'LC:rzpe:(:’O> (633)
=1

where ¢ denotes the p, , orbitals and spins of the four plane oxygen ions in the cell m , Fig.
2.5 and c:gpex is the creation operator for the hole on one of the three apex oxygen orbitals with
the spin, which is same or opposite to the spin of the plane hole, depending on the total spin
of the bipolaron. The probability amplitudes A; are normalised by the condition |A4;| = 1/2
because only four plane orbitals p,1, py2, pz3 and pys are relevant within the three band model.
The matrix element of the Hamiltonian Eq.(6.19) of the first order with respect to the transfer

integral responsible for the bipolaron tunneling to the nearest neighbor cell (m + a) is

~ 1
t = (m|Hlm +a) = -7 9" (6.34)

4

where 777 is the single polaron hopping between two apex ions,

9 = 53 S @l 1 - cos (0) (6.35)

is the polaron narrowing factor, and a is the in-plane lattice constant, which is also the
nearest neighbor apex-apex distance. As a result the hole bipolaron energy spectrum in the
tight binding approximation consists of two bands £*¥ formed by the overlap of p; and p, apex
polaron orbitals, respectively, Fig.6.2b:

Ey = —tcos (k) +t' cos (ky) (6.36)
EY =1t cos (k;) — tcos (ky) (6.37)

where the in-plane lattice constant is taken to be a = 1,t is the renormalized hopping
integral, Eq.(6.34) between p orbitals of the same symmetry elongated in the direction of the
hopping (ppo) and ¢’ is the renormalised hopping integral in the perpendicular
direction (ppm). Their ratio t/t' = T 0% /T = 4 as follows from the tables of hopping
integrals in solids (Harrison (1989)).
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Fig.6.2. Counterplot of the 'x’-bipolaron dispersion $E_{\mathbf{k}}"{x}$. Dark regions
correspond to the bottom of the band. E} energy surfaces are obtained by m/2 rotation.
Three-band model (a) and two-band

apex bipolaron model (b).

Two different bands are not mixed because 77" if = 0 for the nearest neighbors. The random
potential does not mix them elther if it varies smoothly on the lattice scale. Consequently, we
can distinguish * # 7 and ’ y ’ bipolarons with a lighter effective mass in x or y direction,
respectively. The apex ' z 7 bipolaron, if formed, is ca. four times less mobile than the x and
y bipolarons. The bipolaron bandwidth is of the same order as the polaron one, which is a
specific feature of the inter-site bipolaron discussed above. For a large part of the Brillouin
zone near (0,7) for * x > and (7, 0) for > y * bipolaron, Fig.6.2 one can adopt the effective mass
approximation

k2 ky

EJV = —° Y 6.38
2my + 2my o ( )

with k,, taken relative to the band bottom positions and m, = 1/t,m, = 4m,. The
bipolaron mass anisotropy has an important impact on the value of the Hall effect in high- T
oxides (Chapter 8).

5.7.3 6.3 Bipolaron kinetics

As in the case of small polarons discussed in Chapter 4, bipolarons interact with phonons
via the residual bipolaron-phonon interaction, which is a difference of the
exact and averaged with respect to phonons bipolaronic Hamiltonians



5.7 6 Bipolaronic liquid 115

m#m/’
1
5 D (Vi = ) om (1= ) (6.39)
m#*m’
where
fomy = i / e (B0 ) (5 ()G mm + G G (— )] (6.40)
0
and
Uﬁ)m = / e (B0 ) (5 ()G + G Fenrm(—1)] - (6.41)
0

The interaction is of the second order in the transfer integral 7'(m), so it can be treated
perturbatively by the 1/\ expansion technique. In particular, one can calculate the hopping
conductivity of bipolarons in the high temperature regime 7" > w/2 (Bryksin and Gol'tsev
(1988)). As in the case of small polarons the hopping bipolaron contribution to the conductivity
is expressed in terms of the diffusion coefficient D, = 2a*W,. Then the drift mobility is
found from the Einstein relationship p, = 2eD,/T, where an additional 2 appears because the
bipolaron charge is 2e. The probability W, of a jump to the nearest neighbor site per second
in the lowest fourth order with respect to the hopping integral 7'(m) is found by the use of the
Fermi-golden rule with the interaction term H,_p;, rather than with H,_,,

W, = / 0t [ (1)) — 12,.0] €071 (6.42)

Here |m — n| = a and tpn(t) = exp (iHpnt) tmn exp —iHput is the Heisenberg hopping
operator. If there is a phonon frequency dispersion, only the first saddle-point contributes to
the integral in Eq.(6.42) with the following result

64m3/2T4 — (A +4E,)?
y ~ ea’ T (a) ex —(A+4E) , (6.43)
wTE, (A +4E,) 16E,T

where F, is a single polaron activation energy, determined in Eq.(4.107). Because of the
small exponential term in Eq.(6.43) the on-site bipolaron hopping mobility is lower compared
with the contribution of the thermally excited polaron despite the fact that the polaron density
is exponentially small (~ exp(—A/2T)) compared with the bipolaron one. The on-site bipolaron
contribution to the de conductivity is small compared with the polaron contribution as oy,/0, ~
exp (—A?/16E,T). However, as the frequency of the electric field increases, the dominant role
in conductivity is gradually transferred to bipolarons, as discussed in the next section. In
the absence of the Coulomb repulsion the bipolaron binding energy is A ~ 2E, ~ 4F, and
consequently, the bipolaron mobility obeys the law yu;, ~ exp (—4E,/T). This has a simple
explanation because in this case the bipolaron jump is equivalent to a single polaron jump
but with a double coupling constant with phonons. Of course, internite bipolarons with the
activation energy of the same order as the single polaron activation energy dominate both in
the dc and ac transport at all temperatures T < T" . Also, at low temperatures T < w/2 we
expect that the tunneling mechanism
will play the dominant role. In this temperature range bipolaron kinetics is that of charged
bosons on a lattice, while the tunneling contribution of the thermally excited single polarons is
frozen out. Low temperature bipolaron kinetics is discussed in Chapter 7.
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5.7.4 6.4 MIR conductivity of small bipolarons

The frequency dependence of the MIR bipolaron conductivity can be estimated using the
two-site Holstein model with two electrons and the Franck-Condon principle, which states that
optical transitions take place instantaneously without any change in the nuclear configuration.
Consequently, the optical transition between adiabatic levels takes place vertically as in the case
of a single polaron, Fig.4.5. The corresponding qualitative analysis by Bryksin and Voloshin
(1984) shows that the absorption coefficient of light by the on-site bipolaron has three Gaussian
peaks located at frequencies v; = 4E,,8F, — U and 16E,. The lowest peak corresponds to the
absorption by single thermally excited polarons. The highest peak is due to the shakeoff of
phonons without dissociation of the bipolaron while the main central peak is the absorption
involving dissociation. The value of the lowest single polaron peak is exponentially small
(~exp (—2E,/T)) compared with the two high frequency absorption maxima, while the highest
peak is smaller compared with the main central peak due to an additional factor ~ J2. The
width of the high-frequency peak, which is ~ 8/ F,T is twice the width of the two low-frequency
peaks. If the on-site Coulomb repulsion is absent, U = 0 the main maximum of the MIR
conductivity is shifted relative to the maximum of the single polaron conductivity, section 4.10
by the value ~ 2E, towards the high frequency region. The explanation is that the polaron
shift of the atomic level is proportional to the square of the ion displacement, as is always
the case in the harmonic approximation. Consequently, the polaron shift becomes 4E, for two
electrons on the same site compared with 2F, when the electrons occupy different sites.

The exact diagonalisation of the two-site Holstein model in the truncated Hilbert space up
to 50 phonons allows us to carry out the quantitative analysis of the bipolaronic MIR conduc-
tivity (Alexandrov et al (1994b)). In the case of two electrons in a two-site cluster the ground
state changes essentially due to the formation of a bipolaron. If the electron-electron repulsion
is weak optical properties will be determined by the excitation of a bipolaron in the state of
two unpaired electrons. On the other hand, in the case of strong Hubbard U, the ground state
corresponds to unpaired electrons and the main peak in o(v) is expected to be for v ~ U. The
evolution of o(v) with increasing for two-site cluster with two electrons is shown in Fig.6.3 for
T =0. For U =0 (Fig.6a) we found one peak in o(v) in the high energy region v ~ 4E,. This
peak also shows the additional phonon superstructure, Other peaks are absent. If U increases,
peak in o(v) shifts to the lower value of v. This is due to the fact that the finite value of U
reduces the binding energy of the the peak has well defined asymmetry (Fig. Further increase
of U round
of U/ lead to,the change ol e growme S A NP BT S esvall state. It leads to the appearance of an additional peak
in a(y). These two peak (Fig.6¢c d) correspond to the excitation of an electron from the un-
paired ground state to bonding and antibonding paired states |¢L) ~ (cmc2 L iCQT) |0). The
lineshape in that case is also asymmetric. The observed spectral shape of the spectrum and
the
phonon superstructure strongly suggest small lattice polarons as the common origin of the MIR
conductivity in all perovskite materials, Chapter 8. If one accepts that the high energy MIR
maximum at v =~ 0.7e¢V in the high- T.Y BCO is due to inter-site bipolarons and the gap,
observed with the tunneling, IR reflectivity, photoemission, and with the electron energy loss
spectroscopy 2A ~ 81 is the bipolaron binding energy one can estimate E, and the character-
istic inter-site Coulomb repulsion V.. If we adopt in a qualitative analysis a similar shape of the
on-site and the inter-site bipolaron absorption the position of the maximum of the inter-site
bipolaron absorption is given by v = 4F, — V; and 2A = 2E, — V.. With v = 0.7eV and
2A = 0.07eV we obtain E, ~ 0.3eV and V. = 0.5¢V. This value of E), is close to that obtained
with ther the appropriate electron-phonon interaction constant (A ~ 1 — 2). The value of V. is
close to the estimation of the inter-site Coulomb repulsion with the high-frequency dielectric
constant € = 5.
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Fig.6.3. Two-site bipolaronic optical conductivity for different values of the on-site Hubbard
repulsion U,w = 0.5/, and A = 0.8.

5.7.5 6.5 Effect of superconducting phase transition on MIR conduc-
tivity

It is difficult to study the temperature dependence of the MIR conductivity on the temper-
ature scale compared with the critical temperature of the superconducting phase transition 7,
within the finite cluster model. Also, in the qualitative connideration of the preceding section
the tunneling transport of bipolarons is ignored. Nevertheless, the temperature dependence of
the integrated bipolaronic MIR conductivity can be studied by the use of the Kubo sum rule
(Alexandrov et al (1993)). Let us discuss first a simple but rather general model which show
a hundred percent decrease of the optical absorption while temperature changes from 7. to
zero: an ideal gas of molecules, composed of two identical particles (electrons) on a lattice. To
stabilize their bound state one should assume that the pair attraction operates, compensating
the Coulomb repulsion. All molecules are in the ground internal state
with the binding energy being much higher than temperature. The periodic crystal field is
assumed to be large compared with the binding energy, so all molecular states, including con-
tinuum, are built from the single-band single-electron Bloch wave functions.

Because of the translation symmetry the molecular wave function is a two-particle Bloch
function described with the total quasi-momentum K :

TS (ry,1y) = exp(iK - R)UY (R, 1) (6.44)

where R = (r; +rg) /2,r = r; — ry, and Uk(R,r) is periodic with the lattice translations.
At low temperatures only states with small K (near I' point) are relevant, so one can expand
Uk in a series of K :

Ui (R,v) ~ Uy (R,x) + K - D/ (R, ) (6.45)

with D = limg .o VkUgk. A linear interaction of a molecule with light is described by the
Hamiltonian:

—ieE
my

Hipy = (Vi+Vy) (6.46)

where E denotes an electric field. If the frequency is high enough the molecule is excited
or dissociated by light, absorbing one photon to the final state f. The matrix element of the
transition is given by:
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, —ieE-K
S Hinld) = ———D (6.47)
where DV = { [ dRdr (UJ(R, r)*Vr - D{(R,r) — Ui(R,r)Vg - D/(R, r)*> As usual one
can neglect a field inhomogeneity (photon momentum). From Eq.(6.47) the rate of the optical
absorption is proportional to the kinetic energy of a molecule, and an immobile molecule,
composed from two identical particles cannot absorb, which is a trivial consequence of parity
and spin conservation. The dipole matrix element for the I point is equal zero because all
singlet states of a molecule with K = 0 are even and all triplets are odd under the inversion
transformation, R,r — —R, —r, for a lattice with the inversion symmetry. This is similar to the
dipole-forbidden singleelectron transitions in semiconductors. The matrix element, Eq.(6.47),
increases with increasing K. It is now the essence of our argument that the occupancy at
K # 0 is a thermodynamic function, which ’sees’ the Bose condensation and, thus, allows us
to measure the condensation directly via optical absorption. The Fermi-golden rule yields the
optical conductivity:

4mre?

Ekz D16 (¢ — ¢ — ) (6.48)

o(v) = 3mv

where ¢;  is the energy spectrum of a smgle molecule, including its continuous part and

E,=>_ £2n(K) (6.49)

4dm

is the kinetic energy of all molecules, which obey the Bose-Einstein distribution with the
-1
chemical potential p,n(K) = <6Xp % - 1> . Integrating Eq.(6.48) over the

frequency we obtain the conductivity sum rule for our system:

I(T) = /OOO dvo(v) = me*a’Ey (6.50)

where

Z ‘sz‘ (6.51)

€f — €&

and a is a temperature independent characterlstlc length of the order of the molecular radius
(a cubic lattice is assumed).

Thus the optical absorption in our 'toy’ model shows a drastic temperature dependence,
being proportional to 7°/2 below the Bose-Einstein condensation temperature 7, = 3.3n%/3/2m
and linear well above T,, Fig. 6.4 (n is the molecular concentration),

I(T) B 75/2 00 232
I(T.)  T(5/2)¢(5/2) </0 exp(@ — 1) — 1) (6.52)

where 7 = T/T, is the reduced temperature and p = 0 for 7 < 1. In the normal state
(7 > 1) the following equation holds for y :

o Y 2dx Y
/0 exp(x —p) —1 T T(3/2)¢(3/2) (6.53)

The temperature derivative of the integrated optical conductivity (or absorption), dI(T")/dT
is proportional to the heat capacity of an ideal Bose-gas. The condensed fraction of molecules,
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composed of two identical particles, does not absorb light, if bosons are condensed at the I"
point of the lattice with the inversion symmetry.

Toy model
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Fig.6.4. Temperature dependence of the integrated optical absorption of free bosons com-
posed from two identical particles on a lattice.

To analyse the temperature dependence of the integrated MIR conductivity of bipolarons
we apply the Kubo (1957) sum rule. The real part of the conductivity is

ea() = 7 Y 01 f> Pl (6.5
f

where |0) and | f) are the ground and excited states of the total Hamiltonian, including the
electron-phonon interaction term. The current operator is

J =ie Z (m' —m) T (m —m') ¢l cors (6.55)

)

m,m’,s

It satisfies the equation

J = ie[H,X] (6.56)

where X is the sum of the position operators of the electrons:
X =Y md, Cms (6.57)
m,s

Integrating over frequency Eq.(6.54) and using the identity Eq.(6.56) one obtains:

/0 "oy = T 0] X, 1) 0 (6.58)

which yields after the direct substitution of Eq.(6.55,57)

I(T) = ”62“2 <— 3 T(m-m) cLl7scm/s> (6.59)

m,m’,s

where a is the lattice constant. To calculate the kinetic energy of the strongly coupled
electron-phonon system up to the second order in the transfer integral with the accuracy ~ 1/\?
one can apply the polaronic S and bipolaronic S, canonical transformations to Eq.(6.59) with
the following result:
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I(T) = ”i‘lQ (21)(2) (= (NenNmsa)) + 2 < D tmym/blnbm/>) (6.60)

m,m’

with v? = zvfﬁ?m +a, 2 the coordination number (for simplicity we consider cubic or
quadratic lattice and the nearest neighbor hopping) and n the bipolaron atomic density.

The conductivity sum rule, Eq.(6.60), includes optical absorption due to the bipolaron dis-
sociation with and without phonon emission and absorption. It includes also the low-frequency
Drude conductivity of small bipolarons tunneling in the bipolaron narrow band (the half-
bandwidth t = 2ty m < A) due to their scattering by phonons, impurities and by each other
without their dissociation. If one is interested only in the optical part I,y (v =~ A or higher ) one

should subtract the bipolaronic Drude contribution Ip..qg. from the total absorption intensity:

I(T) = Iopt (T) + Iprude (T) (6.61)

To derive the integrated bipolaronic Drude conductivity, Ipruge One can apply the sum rule
to the bipolaronic Hamiltonian, Eq.(6.9), keeping in mind that bipolarons have charge 2e

4 2.2
[Drude (T) = 7T62 - < Z tm,m/b;rnbm’> (662)

m,m’

Subtracting Eq.(6.62) from Eq.(6.60) one obtains:

-[opt = 1e’a? [U(2) (n - <nmnm+a>) - <Z tm,m’binbm’>] (663)

Let us consider a low-density regime. As we shall discuss in section 6.7 the ground state of
our system is a homogeneous Bose-liquid, in which the tendency to charge order is suppressed
by quantum fluctuations if n < n.. The critical value of the dencity n. above which the
charge density wave develops turns out to be independent of the repulsion if the latter is
strong v + v® > t, where t = zt(a) is the half width of the bipolaronic band. For a cubic
lattice n. =~ 0.08. If the repulsion between bipolarons has a moderate value v + v® < 3t the
homogeneous Bose-liquid is stable versus the charge ordering practically in the whole density
region. In a homogeneous repulsive Bose-liquid the short range pair correlation function g(r) =
(n(0)n(r))/n? is small. As example in liquid He'g(r) < 0.2 for r < 2.5A. The temperature
dependent part of this correlator is even smaller. Thus the contribution to the conductivity
sum rule, Eq.(6.63) of the term quadratic in the bipolaron density is practically temperature
independent and negligible for the homogeneous strongly repulsive Bose-liquid. In the dilute
limit one can also neglect the corrections to the free particle energy spectrum, which are small
while the gas parameter is small. These simplifications yield:

where Ny(¢) is the density of states in a narrow bipolaronic band, and

[ Ny(e)de
n(T) = /0 T e (6.65)

is the bipolaron atomic density determined by the chemical potential u,y = exp(u/T).
The first term in Eq.(6.64) describes the incoherent absorption of light accompanied by emission
and absorption of many phonons discussed in section 6.4. The second term is due to the coherent
tunneling contribution and is identical to that discussed above within the 'toy’ model. This

(6.64)
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term is responsible for the influence of the superconducting transition on the optical absorption.
In the limit of very high diaracteristic phonon frequencies w > A phonons can not be emitted
or absorbed in the relevant frequency range. In this limit v® = ¢, as it was shown in section
6.1. If v® =t the incoherent contribution to I, turns to be zero, and the integrated optical
absorption is just identical to that of the 'toy model’, Eq.(6.52), at least in the low-temperature
region, when the band energy dispersion is practically parabolic. In diis case I,y (0) = 0. On
the other hand if the phonon frequencies are comparable or leas than the bipolaron binding
energy, v'? does not contain the polaronic narrowing factor and is larger than ¢. In this more
realistic case the absorption at 7' = 0 is finite and the coherent contribution is not very large,
less than 10% of the total intensity.

To describe the temperature dependence of the infrared absorption in a wide temperature
range in the normal state, compared with A one has to take into account the Inermal dissoci-
ation of the bipolaron on two small polarons. Restricting ourselves by
the quasi two-dimensional lattice with the constant density of polaronic and bipolaronic states
within the polaronic and bipolaronic bands N,(e) = 1/2w, Ny(e) = 1/2t respectively, one ob-
tains

I(T)  2n(T T2 AT d
I,,:(0) Ne 1?2 y~ltexp(z) — 1
with
T2
0p = — 55—, 6.67
t(v@ —t)n, (6.67)

The parameter J. determines the relative contribution of the coherent motion to the kinetic
energy of the system and because normally v > t > T./n, this parameter is small, of the
order of 0.1 or less. Here n,. is the electron (hole) atomic density, which is assumed to be
temperature independent. Taking into account the upper polaronic band with the half band-
width w = tm** /m* one obtains the following equation for the chemical potential in the normal
state (T > T,):

1 —yexp(=2t/T) m* 1+ /yexp(—A/2T) i,
In ( 1—vy ) + In (1 + /Y exp (=A/2T - th**/m*T)> =T (6.68)

13 - —— ¥ =

) 4/T.=0.1 (solid line), 1.0 (dotted line), 2.0 (dashed
line), &.=0.1,n,=0.9, {/T.=1.9and m*/m**=0.3.

Fig.6.5. Temperature dependence of the integrated optical absorption of onsite small bipolarons

The ratio of the polaronic m* and bipolaronic m** effective masses is small in the case of
onsite bipolarons. This fact enables us to neglect the polaronic contribu tion to the integrated
optical absorption. The polaronic absorption is shifted to the low-frequency (Drude) region. In
the superconducting phase T' < T, the chemical potential is zero, so y = 1. The temperature
dependence of the integrated intensity
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Lo (T) m T ( 1+ /yexp(—A/2T) )

—1—
1,,:(0) 2tm™ -\ 1+ Vyexp (=A/2T = 2tm** /m*T)
T2 [T xdx
o 6.69
e = (6:69)

calculated for three different values of the binding energy A/T. is shown in Fig.6.5. Because
the relative density of states in the polaronic band is small (~ m*/m**) the temperature
dependence of the on-site bipolaron concentration is weak except in the case of a very low
binding energy.

It is well known that for frequencies much higher than the superconducting energy gap
no change with temperature in optical absorption is expected within the BCS theory. How-
ever, a rather significant change with temperature of the MIR absorption is expected at the
superconducting transition as a result of the Bose-Einstein condensation of small bipolarons in
bipolaronic superconductors.

5.7.6 6.6 Pseudospin representation of the bipolaronic Hamiltonian

Bipolarons are not perfect bosons. In the subspace of pairs their commutation relations are
those of Pauli matrices. Therefore, the 'pseudospin’ representation of the bipolaronic Hamilto-
nian is convenient (Alexandrov and Ranninger (1981a)). We rewrite the bipolaronic Hamilto-
nian for a perfect lattice in the form

1
Hy=—p) nm+ Y (iﬂmm/nmnm/ - tmm/binbm) , (6.70)

m#m’

where the energy of a single localised bipolaron is included in the definition of the bipolaron
chemical potential ¢. The bipolaron operators obey the mixed commutation rules in a subspace
of empty or doubly occupied sites (cells)

bl + b1 by =1 (6.71)

and

benb!, — b b =0 (6.72)

for m £ m’. This makes useful the pseudospin analogy

bl = S5% —iSY (6.73)
and
t 1 o
with the spin( pseudo )1/2 operators S*¥* = %7‘17273. S*# = 1/2 corresponds to an empty
cell and S = —1/2 to a cell occupied by a bipolaron. The spin operators preserve the bosonic

character of bipolarons if they are on different cells and their fermionic (or hard core) internal
structure. Replacing bipolarons for the spin operacore we transform the bipolaronic Hamilto-
nian into the familiar anisotropic Heisenberg Hamiltonian

1
Hy=p) St D (§vmmfs;; o = b (S §1/+S%S,i/)) (6.75)

m#m’
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with the bipolaron chemical potential playing the role of an external magnetic field. This
Hamiltonian has been investigated in detail as a relevant form for magnetism and also for
quantum solids like a lattice model for He*. However, while in those cases the magnetic field
is an independent thermodynamic variable, in our case it is fixed by the total 'magnetization’
because the bipolaron density n is conserved

TS =5 (6.76)

That leads to an important difference in the phase diagram and the excitation spectrum.

5.7.7 6.7 Superfluid versus charged ordered ground state

For the ground state one can apply a mean field approach introducing an average magnetic
field Hy, acting on a spin m. In the nearest-neighbor approximation

Hy = — (1 +20(S5)) e+ 2t (Spy (6.77)

where U = SUmm/,t = Zlmm, M’ = m + a, e is a unit vector in the z-direction, and St isa
spin component perpendicular to z. In the absence of the macroscopic current (S¥) = 0 and at
T=0
1
(S2) = 5 cos © (6.78)
1
(S2) = 3 sin © (6.79)

where © is the angle between z-axis and spin. The ground state has (S,,) parallel to H,,
and we arrive at the following set of equations for © and p

tsin ©
sin® = i (6.80)
\/(,u + Tcos ©')° + 2sin® O
5 cos ©
cosO = — p 1 bcos (6.81)
\/(,u + Tcos ©')° + 2sin® O
cos O + cos O = 2(1 — 2n) (6.82)
where ©' is the angle for the nearest neighbors.
Two solutions to Eq.(6.80-82) are possible. The first one is a ’ferromagnetic’ solution
cos® =cos® =1-—2n (6.83)
and
pw=—(1-2n)(v+1t) (6.84)

In the ferromagnetic’ state bipolarons are distributed uniformly over the lattice willi the
density per site n. The total energy of this state

Bt (- (14) o5

The second solution is an ’antiferromagnetic’ one with two sublattices with different © and

o,
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2(1 —2n)v

Cos@:1—2n—|—\/1+ 1 —2n)? _ 212 (6.86)
172—t2
2(1—2n)v

056 = 1— 2 — 14 (1 —2y2 — 2L =20)0 (6.87)
@2_252

It exists if only v > t and the density is sufficiently high

1 v—t
==1- .
n>n 2( v—i—t) (6.88)

In the region of its existence the ’antiferromagnetic’ state is a ground state because

E, - —% < B (6.89)

The conclusion is that the bipolarons exist at 7" = 0 in two states: as a homogeneous

quantum liquid resembling He? or at high density as a mixture of an inhomogeneous Bose-

Einstein condensate (sin® # sin©®’ # 0) and a charge density wave cos©® # cos®’. At a

very low density the Wigner crystallization of charged bipolarons is feasible because of their
long-range Coulomb repulsion.

5.7.8 6.8 Excitation spectrum of the bipolaronic liquid

One can expect that the excitation spectrum is similar to that of a Heisenberg magnet and
one-particle excitations are ‘'magnons’. At T = 0 one can write down the equation of the ’spin’
motion

dSm
dt

We allow each ’spin’ besides its static component Eq. (6.78,79) to have a small time and
space dependent part

— Hm X S (6.90)

oS exp(ik - m — iwt) (6.91)
Irom Eq.(6.90) one obtains
—iwd S = —t55Ysin ©' cot © + (t — Fx) 05" cos © (6.92)
—iwdSY =55 sin©' cot © — (t — Ey) 5™ cos ©
—t&SZQHCY——%(t——E&)éS“shl@ (6.93)
—iwdS* = t65Ysin® — (t — Ey) 65 sin © (6.94)

Where Ex = > tmm [1 —exp (¢k - (m —m'))] is the energy dispersion of a single hipu-
laron on a lattice. The condition of the existence of a nontrivial solution yields Hee excitation
spectrum of the 'ferromagnetic’ ground state w = € :

b = \/Ek (t+[v— (1= 2n)°(5 + ) (1— %)) (6.95)
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with k varying in the first Brillouin zone (for intersite bipolarons in a simple lattice it is
half of the original one). In the long-wave limit & — 0 this spectrum is sound-like like as in

He!, Fig.6.6f,
€x = sk (6.96)

with the 'sound’ velocity

. za\/t(v +t)n(l —n) (6.97)

z

The linear dispersion is, of course, the consequence of the nearest neighbor approximation,
used here. The long-range Coulomb interaction yields the plasma gap in three dimensions and
the square root dispersion in 2D (Chapter 7).

When the density is critical n = n., the spectrum is given by

€k — Ek <2t — Ek> (698)
and the critical velocity v, = min % is zero, Fig 6.6f.
2t—————— ——=—)
.-r- x ”

k

Fig.6.6. The excitation spectrum (solid lines) of BS(f) and M (a) ground states. Dashed line
refers to a single bipolaron, dotted line to $n=n_ {c}$.

Above n. the charge density wave develops and the excitation spectrum consists of two
branches

Gi = \/’}/2t2 + Ek (2t — Ek) + ’)/t\/’}/2t2 —+ 2Ek (2t — Ek) (6,99)
with
0% — ¢ v

and k varying in a new Brillouin zone, Fig.6.6a. In the long-wave limit
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et =tyV2 (6.101)

and

e~k (6.102)
The gap in the spectrum is of order of v if v > ¢.

5.7.9 6.9 T'— n phase diagram of the bipolaronic liquid

At finite temperatures thermal as well as quantum fluctuations are important. It is clear
that under the condition v > t the off-diagonal long range order (ODLRO) (i.e. the Bose-
Einstein condensate) disappears first with increasing temperature at 7" ~ t, followed by the
disappearance of the charge ordered state (DLRO) at T ~ ©. At temperatures v < T < T™**
an unusual metal of nondegenerate bipolarons exists with an elementary charge 2e. As a result
the T'— n phase diagram of a bipolaronic liquid consists of four phases. Two of them are the
low-temperature phases: a bipolaronic superfluid (BS) and a mixed phase (M) with ODLRO,
described above and two high-temperature phases, one of them is an unusual metal (N) and
the other is a charge-ordered state (CO).

1

A | N
t
co

05|

[2n-1]

Fig.6.7. Mean-field T'— n phase diagram of bipolarons, $\bar{v} / t=2$.

In an extreme limit of a very high phonon frequency w > A the bipolaron liandwidth ¢ and
a short-range component of the repulsion v are of the second under in the polaron bandwidth
w for on-site bipolarons. In this limit the on-site hipolaron Hamiltonian can be mapped on the
negative U Hubbard Hamiltonian if the long-range Coulomb interaction is screened. In a more
realistic case of long-range butica and (or) w < A no such mapping is possible. Nevertheless in
a qualitative analysis of the phase diagram we can use the finite temperature mean-field (M F A)
anil random phase approximations (RPA), developed for the negative U Hubbard IInmiltonian
by Robaszkiewicz et al (1981).

The MFA phase diagram is shown in Fig.6.7 for v = 2¢. Quantum fluctuations (‘'magnons’),
which can be taken into account with the RP A equation of motion for the ’spin-spin’ correlation
function lead to a significant modification of the critical density n.. Quantum fluctuations
extend the region of the existence of the BS phase, which turns out to be the ground state
(T'=0) even in the limit v/t — oo if the density is low,

n < 0.078 (6.103)
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for a simple cubic lattice.
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A
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Fig.6.8. Hard-core correction (solid line) to the critical temperature of the ideal Bose gas
(dashed line).

T. is determined by (Alexandrov et al. (1986))

n 1 1—2n)E -
= > [exp % - 1} (6.104)
k (&

With the density of states in the bipolaronic band

Ny(B) = 376 (B - )

this equation takes the form of the condition for the Bose-Einstein condensation of the ideal
Bose gas if n <« 1,

Ny(E)
= [ dE 6.105
o= | Em (0109
At higher density a hard core correction appears, Fig.6.8,
3.31n2/3
L 22 (10— 0.540%) (6.100)
m**a

T, is independent of the dynamical repulsion of bipolarons v. This is an artifact of the
random phase and nearest neighbor approximations.Taking into account the next neighbor
interaction Kubo and Takada (1983) found two new phases of bipolaronic liquid: an incom-
mensurate C'O phase and an incommensurate M phase. A detailed study of the charge ordered
bipolaronic states is given by Aubry (1995) in the adiabatic limit w = 0.

We believe, however, that in real solids the long range Coulomb repulsion of bipolarons is the
only relevant term for low-energy kinetics and thermodynamics. That favors the homogeneous
charged Bose-liquid for all realistic values of the Coulomb interaction and densities. A mapping
of the bipolaronic Hamiltonian on a charged Bose gas is useful in this case.

5.7.10 6.10 Mapping on a charged Bose gas

One can transform the bipolaronic Hamiltonian to a representation containing only Bose
operators Gm, afn
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bm = Y _ Braffali! (6.107)
k=0
bla = Bralial, (6.108)
k=0
with
amajn, — a;rn,am = Om,m’ (6.109)

The first few coefficients 3y, are determined with the substitution of Eq.(6.107,108) into the
commutation rules, Eq.(6.71,72)

5o=1,ﬁ1=—1762=%+§ (6.110)

We introduce further the field bipolaron and boson operators

o(r) = N g 5(r — m)by, (6.111)
1
Y(r) = N ; §(r — m)am (6.112)

where 0(r — m) is the eigenfunction of the coordinate operator. The transformation for the
field operators takes the form

4r) = (1 - w<r]>vw<r> L /2 ﬁ/%wrw)w) L ) o) (6113

The bipolaronic Hamiltonian is now

H,=— /drdr’W(r) [t(r—r") 4+ pl o (r') + Hip (6.114)
with
where H; is the dynamic part of the interaction,

Hi= 5 [ drao (e =) )01 () 000 (1) (6.116)

H, describes the kinematic hard-core effect,

H, = ot (0 =) (¢4 (01 () 0 () 0 ()
U ()¢ (0)e(r) (1) + H (6.117)

Here
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tr—r) =) (t—E)e*t™) (6.118)
k
1 , /
p(r—r) =+ > Bt (6.119)
k

and vx = Y m Vmm’ exp(tk - m) is the Fourier component of the bipolaron repulsion.

The term H® contains powers of the field operators higher than four. The essential physics
of bipolarons is controlled by the two-particle interaction, which includes a short-range kine-
matic part ¢ (r —r') as well. Because ¥ contains also the short range part v(® this kinematic
contribution can be included in the definition of v. As a result H, is the Hamiltonian of the
interacting charged bosons tunneling in a band.

5.7.11 6.11 Bipolaron electrodynamics

To describe electrodynamics of bipolarons one can take into account the vector potential
A(r) of the external field with the Peierls substitution (Peierls (1933))

tm,m’ — tm,m’e_ZQEA(m)'(m_m/) (6120)

which is a fair approximation if the magnetic field is weak compared with the atomic field

eHa* < 1 (6.121)
Here A(r) is a vector potential, which can be also time dependent. This yields in real space

tr,r') = 3 (t = Fieyzea) ) (6.122)
k

If the condition Eq.(6.121) is satisfied one can expand Ey in the vicinity of k = 0 to obtain

— 2ieA(r)]?
t(r,r') ~ (t + v 2:5** (x)] > §(r—r') (6,121)
where
r d? B
m** - de

at k — 0. As a result the Hamiltonian of fermions strongly coupled with any bosonic field
(i.e. phonons) reduces to

== [[arot ) |20 )

2m>k*

+ % / drdr'v (r — ') T (r)y! (') ¢ (r)y () (6.124)

if three-body and higher order interactions are neglected. The hard core effect is taken into
account by the definition of the repulsion v as described above, and the constant ¢ in Eq.(6.122)
is included in the chemical potential p. At large distances the bipolaron-bipolaron interaction
is the Coulomb one (v ~ 1/er in the atomic solids or v ~ 1/€pr in the ionic compounds).

We have shown in this Chapter that the Fermi-liquid behavior is destroyed by the strong
electron-phonon interaction. The ground state of carriers strongly coupled with phonons in a
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doped band and Mott insulators is the bipolaronic charged Boseliquid. We proposed bipolarons
as a key element for the understanding of the high- T, phenomenon in metal oxides and doped
fullerenes (Alexandrov and Mott (1994)). The key point for the bipolaronic mechanism of
high- T, superconductivity is the possibility of the coherent tunneling of (bi)polarons with a
reasonable value of the effective mass. Several authors assert that their bandwidth should not
exceed 10741075V, and then the maximal T, attainable with small bipolarons should be a few
K or less. However, we believe this is an erroneous conclusion based on an incorrect estimate
of the bipolaron mass. For the intermediate value of the coupling constant A ~ 1 and the
high-frequency phonons w =~ 0.1eV. the polaron binding energy is large (E, = 0.2—0.6eV) and
the value of the bare electronic bandwidth compatible with the small polaron formation is large
enough being of the order of 1.0 eV. In this case the estimate of the small polaron bandwidth
yields the value of w as large as a few hundred K and the same for T,.. Taking into account the
phonon frequency dispersion in the the perovskite crystal structure one can find the effective
mass of intersite small bipolarons of the order of 10m, as discussed in section 6.2. Of course, a
short-range intersite Coulomb repulsion should be below 2£), to ensure the formation of mobile
intersite bipolarons. That is quite feasible because the highfrequency dielectric constant in
metal oxides is large, normally € ~ 5 and larger. The low-frequency dielectric constant is
extremely large in oxides. As a result, optical phonons perfectly screen the Coulomb repulsion.
Then the deformation potential as well as molecular vibrations give rise into a net short-range
attraction between small polarons as discussed in Chapter 2.

At low temperatures T' < w/2, T** and low frequencies of an external field v < w the inter-
nal structure of the bipolaron including its phonon cloud can not be observed. Therefore their
low-temperature and low-frequency kinetics is that of charged bosons. An we have discussed
(Alexandrov and Mott (1994)) the internal symmetry of the hipolaron should be distinguished
from that of the macroscopic off-diagonal order parameter 1y(r) (see below). While the inter-
nal symmetry depends on the short-range allraction between two polarons and the unit cell
geometry, the ’external’ symmetry of 1/0 is determined by the long-range repulsion between
bipolarons. Also the excitalon spectrum of the superfluid bipolaronic liquid depends on the
bipolaron-bipolaron mpulsion rather than on the internal bipolaron structure. Therefore, as an
example, (lie nymmetry observed by the Josephson tunneling may be different from that ob-
served with another technique. Low-energy physics of bipolarons can be studied within a sim-
plified charged Bose-gas model. The Coulomb repulsion between bipolarons is significantly
reduced in oxides by the ionic screening and the dimensionlees interaction r, is not large even
for heavy particles.

5.8 7 Charged Bose gas

A charged Coulomb Bose-gas (CBG) is a fundamental reference system in manyparticle
physics with a superfluid phase transition. It has been studied by several authors and recently
became of particular interest motivated by the bipolaron theory of high temperature super-
conductivity. As we have discussed in Chapter 6 the long-wave excitations of the bipolaronic
liquid are those of charged bosons with the Coulomb repulsion between them. Schafroth (1955)
demonstrated that an ideal gas of charged bosons exhibits the Meissner-Ochsenfeld effect (ex-
pulsion of a magnetic field) below the ideal Bose-gas condensation temperature. Later on the
one-particle excitation spectrum at 7" = 0 was calculated by Foldy (1961), who worked at zero
temperature using the Bogoliubov (1947) approach. The Bogoliubov method leads to the re-
sult that the ground state of the system has a negative correlation energy, whose magnitude
increases with the density of bosons. Perhaps more interesting is the fact that the elementary
excitations of the system have, for small momenta, energies characteristic of plasma oscillations
which pass over smoothly for large momenta to the energies characteristic of single particle ex-
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citations. Further investigations have been carried out at or near T, the transition temperature
for the gas. These works has been concerned with the critical exponents (Bishop (1974)) and
the change in the transition temperature from that of the ideal gas (Bishop (1974), Fetter
(1971)). The RPA dielectric response function and screening in CBG have been studied in
the high-density limit (Hore and Frankel (1975,1976), including a low-dimensional (2D) CBG
(Hines and Frankel (1979), Gold (1991)). In this Chapter we verify superfluid properties of
charged bosons with the Bogoliubov-de Genes type equations derived for CBG by Alexandrov
and Beere (1995) and discuss superconducting as well as normal state CBG kinetics.

5.8.1 7.1 Bogoliubov-de Gennes equations for CBG

The superfluid properties of charged bosons as well as their excitation spectrum and the
response function can be studied by the use of the Bogoliubov-de Genes (BdG) type equations,
fully taking into account the interaction of quasiparticles with the condensate. The Hamilto-
nian for a system of charged bosons on an oppositely charged liar ckround (to ensure charge
neutrality) in an external field is given by

H:/ﬁwwm{izif@@f+uwu>

2m*>k
! r [ dr'V (r—1)¥i(r)v)y! ()Y
w3 [ [arv - e ) v ) )

For 3D charged bosons the Fourier component of the Coulomb potential V(r) is V (k) =
16me? [k?eq with €y a dielectric constant of the background and bosonic charge 2e. For 2D
system with a three dimensional interaction V (k) = 8we?/key. To respect electroneutrality one
takes V(k =0) = 0.

The equation of motion for the field operator, v, is derived using this Hamiltonian,

gt = oot 0] = |- S22 e
+ /dr’V (r =)t (¢ 1) (¥, 1) (r,t) (7.2)

If the interaction is weak one can expect that the occupation numbers of one-particle states
are not very much different from those in the ideal Bose-gas. In particular the state with
zero momentum k = 0 remains to be macroscopically occupied and the corresponding Fourier
component of the field operator 1(r) has anomalously large matrix element between the ground
states of the system containing N + 1 and N bosons. It is convenient to consider a grand
canonical ansamble, introducing a chemical potential p. In this case the quantum state is a
superposition of states |N) with slightly different total numbers of bosons. The weight of each
state is a smooth function of N which is practically constant near the average number N on
the scale +v/N. Because ¢ changes the number of particles only by one its diagonal matrix
element coincides with the off-diagonal, calculated for the states with fixed N = N 4+ 1 and
N = N. Following Bogoliubov (1947) one can separate the large diagonal matrix element 1
from ¢ by treating the rest ¢) as a small fluctuation

w(rvt) = ¢O(r’t) —|—121(I‘,t). (73)

The anomalous average 1y (r,t) = (¢(r,t)) is equal to \/ng in a homogeneous system, where
ng is the condensate density.
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Substituting the Bogoliubov displacement transformation, Eq.(7.3) into the equa tion of
motion and collecting ¢ - number terms of 1y, and supracondensate boson operators 1& we
obtain a set of the BdG-type equations. The macroscopic condensale wave function, which
plays the role of the order parameter obeys to the following equation

i%?ﬁo(r,t) = [_M + M} Yo(r, 1)

2m**
+/dr’V(r—r) (r',t) Yo(r +/drV r—r')
< (0 OB ) o () + (D (L) 0 0)) vs (0 8)] (74)

Taking explicitly into account the interaction of supracondensate bosons with the con den-
sate and applying the Hartree approximation for the interaction between super
condensate particles we obtain

igg/;(r,t) = [—% —l—,u] w( t) + /dr’V (r— r’)n(r,t)@/;(r,t)

ar'V (v = ') [0 (¢, 8) dolre,t) + (91 (1) (e, 1))
| )

Here

n(r1) = [do(r.8)* + (' (x.)i(r, 1)) (7.6)

is the boson density.
In the high density limit r; < 1 for the temperature close to zero the number of bosons n
pushed up from the condensate by the repulsion is small. Therefore the contribution of terms
nonlinear in ¢ is negligible. Applying a linear Bogoliubov transformation for

Zun )y, + vk (r, t)al (7.7)

where a,, and ol are bosonic qua81partlcle operators for the one-particle quantum state
n, and omitting nonlinear terms we obtain two coupled Schrodinger equations for the wave
functions u(r,t) and v(r,t)

{ —i2eA)?

Zm**

+,u]u(r,t)
/dr'Vr—r o (', D) u(r, £) + 455 (8, £) o, )us (¢ )
/

+

dr'V (v — 1) o (v, 1) to(r, t)v (' t) (7.8)

+
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and

0

—isv(r,t) = {—

(V +12eA)?

2m**

+ u] v(r,t)
+ /dr’V (r—r) [Wo (', ) v(r,t) + o (' 1) Y (x, ) | v (', 1)
- /dr’V (r — ")y (', t) g (v, t)u (r', 1) (7.9)

There is also the sum rule,

D fun(r, g, (¢ 8) — va(r, )0} (¢, 1) = 0 (r = 1), (7.10)

which retain the Bose commutation relations for all operators. The set of BAG equadions
(7.4,8-10) plays the same role as the time-dependent Ginzburg-Landau equations for the BCS
superconductors.

5.8.2 7.2 Excitation spectrum and ground state energy of CBG

For the homogeneous case and A = 0 the excitation wave functions are plane waves

ug (v, 1) = wpe™ it (7.11)

and

V(T 1) = periad (7.12)

The condensate wave function is (r,¢) independent, 1y = /ng, so the solution to Eq.(7.4) is

p=0 (7.13)
Substitution of Egs.(7.11-13) into the BdG set yields

2

€Uk = D1 uk + noV (k) [uk + vy (7.14)
2
— €xUVk = Sy Uk + n0V(k) [uk + ’Uk] (715)
and from Eq.(7.10)
] — |we* = 1. (7.16)
As a result we find
1 3
2 - (142X 1
Uy 5 < + €k> (7 7)
1 €k
=5 (1-= 1
v 5 ( 6k> (7.18)
Vi(k
UV = — ( )no (719)
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where & = k%/2m** + V(k)ny. The elementary excitation energy is

B = 12V (K)ng
e = \/ " + . (7,20)

m**)2 m**

With the Fourier component of the Coulomb interaction this makes (Foldy (1961))

L4
€k = | —— + w? 7,21
k \/4 (m**)Q p0 ( )

with a gap wyo = \/ 16me?ng/egm**, which is the classical plasma frequency for 4 plasma
of density ng, Fig.7.1a. In a two-dimensional system V (k) = 8me?/cok and the Bogoliubov
spectrum is gapless, Fig.7.1b,

€k = Es k/qs + k4/q;1 (77 lj’)

with B, = ¢?/2m*™,q, = (32me’ng/ 60)1/ ® a two-dimensional screening wave-number and
ng is the 2D density. The density of bosons pushed up from the condensate by the Coulomb
repulsion at T'= 0 is

A= (B0 = (7.23)
k

which is small compared with the total density n,

~ 02341 =
Qg

SIS

if the latter is high, so r, < 1.
E/po |

3

|
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Fig.7.1. Excitation spectrum of a 3D(a) and 2D(b) charged Bose gas at T' = 0.
The ground state |0) is a vacuum for the elementary excitations, ay|0) = 0. The ground
state energy Fjy is obtained by substitution of Eq.(7.7) into the Hamiltonian and neglecting
higher order terms than quadratic in «,
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1
Eo = (01H]0) = 5 ; (ex — &x) (7.25)
This can be written per particle in terms of the plasma frequency wy
Ly 23/ 3/4 = 2 2 2 3/4
= / dkk [\/k4+ e 1/2l<;] ~ —0.23wyrY (7.26)
0

The negative value of the ground state energy is due to the oppositely charged background.
That can be shown by a simple estimation. The ground state energy is estimated as the
zero-point energy of supracondensate bosons plus the potential energy arising from statistical
fluctuations of their density. The zero-point energy is calculated as the kinetic energy of a single
supracondensate boson confined to the average volume occupied of each of them (~ 1/n). This
produces an energy per unit volume of

ﬁ5/3

Ekz ~ o

From classical thermodynamics the statistical fluctuation of the number of bosons in a

given volume goes as the square root of the total number of bosons within that volume. No

fluctuations can occur in the oppositely charged background, producing a potential energy

associated with these fluctuations. The fluctuation in the number of particles is on = /n/n.
This results in a potential energy per unit volume of

(7.27)

4e2(6n)? 4¢?
E, ~ A0 sy A pus (7.28)
€0 €0
The sum of the potential and kinetic energies
~5/3 4e2
By~ 1 — 2% /s (7.29)
2m** €0

is then minimised with respect to the supracondensate density, n, producing the solution

i = 0.72nr34 (7.30)
and the ground state energy per particle

% ~ —0.31w,r/ (7.31)

This estimation of the ground state energy yields the correct exponent of r, and the numer-
ical coefficient is reasonably close to that obtained with the Bogoliubov transformation. The
value of | Ey| is considered as a gain in the total energy due to condensation of interacting bosons
with respect to the ground state energy (= 0) of an ideal Bose gas. Therefore |Ey| plays the
same role as the condensation energy of the BCS superconductor. The theory of CBG beyond
the lowest order in 7"3/ * was discussed by Lee and Feenberg (1965) and by Brueckner (1967).
They obtained the next order correction to the ground state energy. Woo and Ma (1967) found
numerically the correction to the Bogoliubov excitation spectrum.

5.8.3 7.3 Linear-response function

The linear response function is defined as

Im(q,w) = K™ (q,w)an(q,w) (7.32)
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where J(q,w) and a(q,w) are the Fourier transforms of the current and vector potential, re-
spectively. It is important that the vector potential A is defined as an external vector potential.
The internal Coulomb field is explicitly taken into account by the Bogoliubov transformation.
The use of the effective internal field A rather than the external one results in reducible di-
agrams for the polarisation, and thus in the double counting of the Coulomb interaction. To
calculate the response to the leading order of the condensate density, ng, we need only consider
equation Eq.(7.4) with ¢) =y =0

0  (V—i2eA)?
i n(r, 1) = = (1)
+ / dr'v (v — ') |05 (v, 8) > bo(r, ) (7.33)
Using a perturbed wave function,
o(r,t) = /no + ¢(r,t) (7.34)

and keeping only terms linear in A one obtains by the Fourier transformation

231** o(a,v) +noV(q) {¢(q,v) + ¢*(—q, —v)} — 2;{%

vo(q,v) = q-a(q,v) (7.35)

For a real potential a(q,v) = a*(—q, —v) the solution is

(e r) + 6 (—q—v) = VOV a(qw) (7.36)

*k 2 _ 2
m 14 Eq

o 2
¢(q,v) — ¢ (—q,—v) = — T =4 a(q,w) (7.37)
q

m** q2 1/2 _

The expectation value of the current is given by the partial derivative of the Hamiltonian
with respect to the vector potential,

2
4e“nyg

[0 (1, 1) Vo (1, ) — 2o (x, ) Vo (1, 8)] — — = A(r. ¢) (7.38)

Applying the perturbed wavefunction, we obtain the Fourier transform of the current as,

J(r,t) = —

e
m**

e/ . 4en
J(qv) =~ 2qlé(q,v) — ¢"(—a,—v)] — —"a(q,v) (7.39)
m m
Hence
4e’*ng v? €2
Kmn — 5mn m, n 5mn AN B 740
(@) = 0 | ) et (7.40)

This response function has been split into a longitudinal K; ~ ™" and transverse K; ~
(¢"q" — 6™"¢?) parts.

The longitudinal response to the field (DJ|q) is expressed in terms of the so-called external
conductivity o., as

Jl(qa V) - Uem<q7 V>D(q7 V) (741)
where D is the external electric field. By the use of Eq.(7.40) we find
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K, i€gLwyy
Oca(Q,V) = — = ——~ 7.42
(a,v) o Aw (v —e2) (7.42)
The Kubo conductivity sum rule is satisfied
/ " oo, (v) = T (7.43)
VRO, (V) = .
0 2m**
The conductivity in the transverse electromagnetic field (D L q) is
_ ! (7.44)
o= 4\t v '
where
m Y2
A= |——— 7.45
" {167?62710} (7.45)

This expression is the same as that for the BCS superconductor. Combined with the Maxwell
equation it describes the Meissner-Ochsenfeld effect in CBG with the London penetration depth
M. Consequently, a charged Bose gas is a superconductor.

5.8.4 7.4 Collective excitations and screening

The dielectric response function €(q, ) is defined as

e(q,v) Pex (s V)
The Fourier component of the boson charge density p,(q, v) obeys the continuity equation

Loy, rlay) (7.46)

gJi(a,v) —vpp(q,v) =0 (7.47)
Combining the Maxwell
igD(q, v) = Anle (7.48)
€o

and continuity equations we find the total density p = p., + pp and the dielectric function

of CBG

1 K
PR IC ) (7,49)
€(q,v) V2
or
w]fo
e(q,v)=1-— (7.50)

This expression is the same as derived for an ideal charged Bose gas by Hore and Frankel
(1975).

The zeros of €(q,v) describe collective excitations of the system. These turn out to be the
same as the Bogoliubov single-particle excitations in agreement with the
general arguments (Pines (1961)). The screening in the condensed CBG goes like €(q,0) ~ 1/¢*
in the long-wave limit. It produces a screened potential, which goes as

V(r) ~ Me—qsr/\/i (751)

r
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where g5 = /2m**w,y is the inverse screening length.
For two-dimensional condensed bosons (7' = 0) the dielectric response function can easily be
derived in the same way,

Es? q/4s
= E24'd]

Zeros of €(q,w) yield the gapless collective branch, which is the same as the Bogoliubov
mode, Eq.(7.22).

There is a direct analogy between excitations of CBG and of the BCS superconductor.
The only difference is that in the former the plasmon mode is identical with the Bogoliubov
quasiparticle, while in the BCS superconductor the collective plasmon mode lies well above the
BCS quasiparticle gap.

e(q,v)=1-— (7.52)

5.8.5 7.5 Superconducting kinetics of CBG: 2D heat superconductor

The long-wave excitations are responsible for the kinetic properties of CBG at low temper-
atures differently from normal metals or BSC superconductors where the characteristic wave-
length is of the order of the lattice constant. As we have discussed above the condensate screens
perfectly well the scattering potential. Therefore, in CBG one can expect a strong enhance-
ment of the scattering rate below T,.. For near 2D bosons this leads to an infinite thermal
conductivity (Alexandrov and Mott (1993)).

The elastic scattering of excitations is described by the Hamiltonian:

H,=> v(kK)afm (7.53)

kK

with

Vo (k — k/> (ukuk/ -+ Ukvk/)
e(k— K, 0)

a screened scattering potential and the coherence factors uy, v determined by Eq.(7.1719).
Here vy(q) is the Fourier component of a bare (unscreened) boson -impurity or boson- acoustic
phonon interactions. Because the characteristic excitation energy is of the order of temperature
the boson-acoustic phonon scattering is practically elastic if the temperature is not extremely
low, T > m**s%/2 as we have discussed in section 4.11. The static dielectric function of 2D
charged bosons €(q,0) depends on ¢ at low temperatures as

v (kK) = (7.54)

q

With the Fermi golden rule and the Boltzmann equation one obtains the elastic transport
relaxation rate for excitations in the usual way:

e(q,0) =1+ (q—>3 (7.55)

17(k)=2m> ’%k;mk/%? (k,K') 0 (e — exc) (7.56)

or

k dk 2 [T v2(k+/2(1 — cos(¢))

1/7(k) = —— (ug + v} /d 1 — cos 0 7.57

/7(k) 7 dey (vic+ i) 0 é (¢))e2(k\/2(1 — cos(¢),0) (7:57)

For the scattering by acoustic phonons (or by point defects) vy is independent of ¢. For
charged impurities v2(q) ~ 1/4>.
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By the use of the spectrum of low-energy 2D Bogoliubov excitations with k < ¢, € =
Es\/k/qs we obtain for the acoustic phonon

= (k) ~ (%)g/ ’ (7.58)

and

(k) ~ (1) (7.59)

for the impurity scattering. Both 7,. and 7, are infinite in the long-wave limit £ — 0
because of screening and of a large group velocity of the 2D Bogoliubov mode, de/dk, which is
divergent as k~'/2 in this limit. Due to this singularity of the group velocity, which is a common
feature of surface waves, and the due to the screening by the condensate the 2D Bogoliubov
mode is a perfect heat carrier. In fact, the thermal conductivity is infinite. To show this we
write the expression for the heat flow, taking into account that in the superconducting state
both the chemical and the electrical potentials are zero:

B dex  On(k) . dex
Q=- A K< T (k) (EVT) (7.60)

where n(k) is the Bose-Einstein distribution function with zero chemical potential and

7o = —acTim (7.61)
chc + Tism
Substitution of Eq.(7.61) into Eq.(7.60) yields the superconducting-state thermal conduc-
tivity:

1 (BT 1
Ko ~ T8 /0 deQ sinh?(z) (x4 +n/T°) > (7.62)
where 7 is a temperature independent constant, proportional to the ratio of the iii purity
and phonon scattering cross-sections. The infinite thermal conductivity it 2D 4 ¢CBG is quite
unexpected compared with the usual s-wave BCS supercon ductor, which has exponentially
suppressed thermal conductivity due to a gap the excitation spectrum. Three-dimensional
corrections to the spectrum cancel ii
‘infrared’ divergence of K. As a result the temperature shape of the thermal conductivity curve
of near 2D bosons below their condensation temperature is controlled by the simultaneous
increase of ’diffusivity’ of the Bogoliubov excitations due to the screening of the scattering
potential as well as due to the long-wave singularity of the group velocity and by the decrease of
the heat capacity, C;, ~ T*. This shape is in global qualitative agreement with the experimental
data for high- T, copper oxides which show the in-plane thermal conductivity enhancement in
the superconducting state.

5.8.6 7.6 BEC of charged bosons in a random potential

Kinetic properties of charged bosons in real solids depend on their localization in a random
potential. The intuitive picture of hard - core bosons filling up all localized single-particle states
and Bose-condensing into the first extended state is known in the literature. To calculate the
density of localised bosons ny,(7") one should take into account the repulsion between them. One
cannot ignore the fact that the localization length & generally varies with energy and diverges
at the mobility edge. One would expect that the number of hard - core bosons in a localized
state near the mobility edge diverges in a way similar to the localization length. Therefore,
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it is still not clear how the hard-core bosons form a true (extended) Bose-Einstein condensate
(BEC) in the random field.

However, in the case of CBG the Coulomb repulsion restricts the number of bosons in each
localised state, so that the distribution function will show a mobility edge E. (Mott (1993)).
The number of bosons in a single potential well is determined by the competition between their
long-range Coulomb repulsion ~ 4¢?/¢ and the binding energy E. —e. If the localization length
diverges with the critical exponent v < 1: (£ ~ (E. —€)™"), one can apply a 'single well-single
particle’ approximation assuming that one can place only one boson in each potential well. In
doped semiconductors the exponent v depends on the degree of compensation varying from
v = 0.5 in SiP to v ~ 1.0 in amorphous NbS7. In an extreme case of the hydrogen atom the
average clectron-nucleus distance is proportional to the inverse binding energy, i.e. v = 1.

In two dimensions any random potential yields localised states, independent of its strength.
Here we consider BEC of quasi-two dimensional bosons by the use of the ’single well-single
particle” approximation (Alexandrov et al (1994)). Within this approximation localized charged
bosons obey the Fermi-Dirac statistics:

(% Ni(e)de
np(T) = / op (GE) A1 (7.63)

where Np(¢€) is the density of localized states. Near the mobility edge it remains constant
Np(€) ~ ”TL with v of order of a binding energy in a single random potential well and nj, the
total number of localized states per unit cell. We chose the position of the mobility edge as
zero, E. = 0. Then for n > ny, the number of empty localised states turns out to be linear as a
function of temperature in a wide temperature range 7' < ~, 2t because the chemical potential
is pinned in this temperature region to the mobility edge, p ~ E. = 0 (2t is the bandwidth).
This follows from the conservation
of the total number of bosons n = n,(T") + nr(T'), which yields for the chemical potential:

T 1 nLT
—In—————In(l+y ') =n-— 7.64
BTy n(l+y ") =n—-ny (7.64)
If T"< (v,2t), the solution of this equation is y ~ 1 with an exception of a very narrow
region of concentration n—n; < T'/2t, where y decreases to about 0.6. The density of extended

bosons n;, depends on y logarithmically,

T 1 — y672t/T

Therefore its temperature dependence remains practically linear up to 7" ~ ~ :

np(T) =n —np +ngbl, (7.66)

with temperature independent b = In2/~.
It turns out that the decrease of the density of extended bosons with the temperature lowering
(up to zero for T' = 0 and n;, = n) does not prevent the Bose-Einstein condensation. There
is no true Bose condensate in two dimensions. Therefore we introduce a three-dimensional
correction to the free boson energy spectrum as

2

k
By = ﬁ +2t, (1—cos (kid)) (7.67)

Then the density of the extended states N(e) is given by

s 2tl

N(e) = % arccos (1 - i) (7.68)
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for 0 < e < 4t, and N(e) = 1/2t for 4t; < e < 2t with ¢, < ¢ the inter-plane hopping, d
the interplane distance, and m** ~ 7/ta? the in-plane effective mass.

The BEC temperature is found by the use of

> N(E)
T) = A —————— 7.69
nb( ) \/0 exp(E/T) _ 17 ( )

which for T, < 2t can be written as

T,
2t

4
In [1 — exp (— .

T. /4“/Tcd arccos (1 — aT./2t))
x —
2t J, exp(z) — 1

This equation is simplified if T, >t :

T, T, 1 —2nptn2
Depending on the ’compensation’, n — n;, T, changes from
2t (n —
T, = % (7.72)
for
t exp (M — 1>
n—n > : (.73
with
(n —mnp)texp (1 — @)
L=1In (7.74)
tL
to
2nptln 2
T. ~ 2t, exp (M - 1> (7.75)

if n =ny. T, depends on the compensation n — ny, practically linearly, Fig.7.2.
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Fig.7.2. $T {c}$ of CBG in a random potential as a function of the compensation n — ny,

In general, statistics of localised bosons is different from both the Fermi and BoseEinstein
statistics. The shallow potential wells can accommodate more than one boson, so the profile of
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the density of states just below the mobility edge is important for the low temperature CBG
kinetics.

Charged bosons like ordinary carriers in doped semiconductors screen the random potential.
The screening radius at T = 0 is given by the value ¢;' = \/2m**w,,. Therefore, we would
expect that the Mott criterion for the metal-insulator transition

ni3ap ~ 0.26, (7.76)

to be valid with 2n;,, instead of n;,, and ap ~ €y/m**(2¢)?. With ¢y ~ 100 and m** ~ 10m,
this yields n;, ~ 10?2 cm 3.

5.8.7 7.7 BEC of charged bosons in a magnetic field

As noted by Schafroth(1955) an ideal charged Bose-gas in a magnetic field cannot be con-
densed because of the one-dimensional character of particle motion within the
lowest Landau level. However, the interacting charged Bose-gas is condensed in a field lower
than a certain critical value H* because the interaction with impurities or between bosons
broadens the Landau levels and thereby eliminates the one-dimensional singularity of the den-
sity of states (Alexandrov (1993)). As we discuss below the critical field of BEC has an unusual
positive curvature near Thy, H*(T) ~ (T. — T)*/*. At low impurity concentration it diverges at
T — 0. The localization can drastically change the low-temperature behavior of H*(T'), so at
high concentration of impurities the re-entry effect to the normal state occurs.
H* is determined as the field in which the first nonzero solution of the linearized stationary
equation for the macroscopic condensate wave function 1o(r) = (N[ (r,7) | N 4+ 1), (N —
00, N/V =n = const ) appears:

5 (V= 2ieA (1) + Uiy (1) | o(r) = () (7.77)
where Ujy,,(r) is the random potentials.
We suppose that the particle-particle interaction is taken into account within the Hartree
approximation and included in the chemical potential, so the main origin of the broadening of
Landau levels lies in the impurity scattering. This definition of H* is identical to that of the
upper critical field H. of BCS superconductors. Therefore H* determines the upper critical
field of any 'bosonic’ superconductor.
In general the energy spectrum of the Hamiltonian Eq.(7.77) contains discrete levels (lo-
calized states) and a continuous part (delocalised states). The density of delocalised states

N(e, H) ~ 3% (e) and the lowest delocalised energy FE. (the mobility edge, N (E., H) = 0) can
be found with the random phase (’ladder’) approximation for the one-particle self-energy:

o [ N(¢,H)de

B(e) =M e—¢e —X(e)

(7.78)

where M? is the squared matrix element for the boson-impurity scattering multiplied by
the impurity density, and

B \/i(m**)?’ﬂw > 1
Nle, H) = 4m? éRNZ:% Ve—w(N +1/2) (7.79)

is the density of states for a noninteracting system with w = 2e H/m™*.
The solution of Eq.(7.78) yields for the lowest Landau level (N = 0)
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1/3 1/3
. V6 (m=)PPw | (& 1 & 1 & 1 & 1
No(e. gy = Yolm ) wyfe L je )y (e b e 1 .

o€ H) 872y/T v ta T Var T e Var g (7.80)

and

Ec _ g 3F0

5 " 58 (7,81)

Here I'y = 0.5 (2M 2e H/m** /7r)2/3 is the characteristic broadening of the lowest Lan dau
level and € = (e — w/2)/T.

Because the singularity of the density of states is integrated out for all levels except N = 0,
one can neglect their quantization using the zero field density of states for € > w,

N(e) = M) Ve (7.82)
V2m?
The first nontrivial extended solution of Eq.(7.77) appears at 4 = E.. Thus the critical curve
H*(T) is determined from the conservation of the number of particles n;, under the condition
that the chemical potential coincides with the mobility edge:

e = 1 () - M (7.83)
B, exp () — n
The left-hand side of Eq.(7.83) is the number of bosons on the lowest Landau level, while
the second term of the right - hand side is the number of bosons on all upper Landau levels,
calculated with the classical density of states. Substitution of Eq.(7.80) and Eq.(7.63) into
Eq.(7.83) yields the expression for the critical field of BEC:

- 3/2
HA(T) = Ha (T T)*" [1 (T T) %B(T/v)] (7.84)

with

sy =Y U0 (7.85)

and temperature independent Hy = ¢o/2r&2. Here T,o ~ 3.3n%/3 /m** is the BEC tempera-
ture of an ideal Bose gas with the density n. The ’coherence’ length &, is determined by both
the mean free path [ = 7/M? (m*)* and the inter-particle distance as

o~ 0.8(1/n)Y* (7.86)

Here ¢y = m/e is the flux quantum.
Using the asymptotic 3(z) ~ (2x)~! at temperature T' > 7 one obtains:

/1 3/2
H* = Hy[1 - =% (- - \/F> (7.87)
where 7 = T'/T, is the reduced temperature and

2/3
T.=To(1-2%)

o (7.88)
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is the critical temperature of BEC in a random potential for zero magnetic field.
Thus H*(T') has the positive * 3/2 7 curvature near T.. This curvature is a universal feature
of CBG, which does not depend on a particular scattering mechanism and on approximations
made. The number of bosons at the lowest Landau level is proportional to the density of
states near the mobility edge Ny ~ H/+/T(H), where the "width’ of the Landau level is also
proportional to the same density of states I'(H) ~ H/+/T(H). Hence I'(H) ~ H?/® and the
number of condensed bosons is proportional to H*?. On the other hand this number in the
vicinity of T, should
be proportional to T, — T (the total number minus the number of thermally excited bosons).
That gives the * 3/2 " law for H*(T).

At low temperatures T < v the temperature dependence of H* turns to be different for
different impurity concentration. If 0 < ny; < n the critical field diverges at T — 0,

3/2
H* =~ Hy (Too/T)*” (1 - %) (7.89)

because the number of localized states is smaller then the number of bosons. In this case only
the paramagnetic limit restricts the value of H*(0) if bosons are composed from two fermions
with the opposite spins. If n;, = n the critical field reaches its maximum at 7' =0 :

H* ~ Hy(T.,oln2/7)*? ( 1 adl (7.90)
= Hg (LoD 2/ 8yIn2 )" .

And finally, if n < np < 2n there is a re-entry effect to the normal state at temperature
below some 7%, so H* =0 for T' < T*, Fig.7.3.
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If the number of localized states is large, n;, > 2n Bose condensation is impossible: T, = 0.

Deriving Eq.(7.84) for H* we expand the exponent in the left hand side of Eq.(7.83) and
assume that the scattering amplitude is energy independent. The ultra-low (7" < T'y) tem-
perature behavior of H* depends on these assumptions. In this temperature regime one can
expect T~9/2 behavior of H* rather than 7%/2. It depends also on the shape of the localised
level distribution Ny (€) as we shall discuss in Chap ter 8. However, the gross features like the
divergent behavior at 7' — 0 and the re-entry effect for the sufficiently large impurity density
(ng, > n) are independent of the model and approximation made.

In contrast to the Fermi liquid, in which the long-range Coulomb interaction in screened
and high-energy plasmons are not relevant for the low-frequency kinetic,
allowance for the Coulomb interaction at finite temperatures in CBG is a more complicated
matter because plasmon and one particle excitation are essentially the same in the long-wave
limit. However, the residual interaction between low-energy excitations of CBG is also screened,
if we integrate out the high-energy excitations from the action. Therefore, one can assume that
the mixed state of CBG in an external magnetic field can be described by the equation similar to
that of the Ginsburg-Landau (GL) theory for the BCS superconductors, which is obtained from
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the BdG set if we replace the long-range Coulomb potential for a short-range one v(r) >~ v4d(r)
and neglect fluctuations of the order of ¥? (Alexandrov et al (1987))

1 .
5 (V — 2ieA @) — i+ v \Wrﬂ o(r) =0 (7.91)
This equation is supplemented by the expression for the superfluid current, Eq.(7.38) and
by the Maxwell equation. Recognizing that the chemical potential of a homogeneous system is

[t = nvg, the characteristic lengths in the problem are

mx*

Ay =1 ——— 7.92
" 16mne?’ (7.92)
which is the field penetration depth and
1
= —— (7.93)

\V2m**nug

the GL coherence length. The GL ratio is kK = Ag/§ = m™ (U0/87T62)1/2. Because
(vo/ 167‘(’62)1/ % is of the order of the screening radius ¢;* the GL ratio is very large

koK

m o c

ds
where c is the light velocity. Therefore CBG is the extreme type -II superconductor. The
lower critical field, in which a first normal vortex appears is given by the canonical Abrikosov
(1957) expression

> 1, (7.94)

K ~

¢oIn kK
H o~ .
«1(0) 2, (7.95)
In particular, for "= 0 we estimate
4dmen
H.(0) ~ Ink (7.96)

In order to calculate the thermodynamic critical field H,., in which the homogeneous su-
perconducting state is in the thermal equilibrium with the normal phase, we assume that the
ground state energy Fj is determined by the interaction energy in both phases. The normal
state is a homogeneous phase, in which bosons are on the lowest Landau level. Allowance for
only the interaction energy in this state is equivalent to neglecting of small diamagnetism. The
kinetic energy of the superconducting phase is small because the supracondensate density is
small. Thus for the normal state we obtain per unit volume

B = n*vg (7.97)
and
s 1 2
Ej = IO (7.98)

for the superconducting state. Doubling the energy of the normal state compared with the
superconducting state is explained by the exchange contribution in the normal state, which is
positive, in contrast to the Fermi gas. As a result, the thermodynamic critical field is

H,(0) = /87 (EY — E3) = (47vp)* n (7.99)
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One can compare H. of CBG with that of noninteracting charged bosons, calculated by
Schafroth (1955), Hy = 2wne/m**. Their ratio is

]ic
; K > (7 OO)

Thus the diamagnetic energy is negligible.

5.8.8 7.8 Normal state kinetics of CBG

Above T, the boson gas is nondegenerate. Therefore their kinetic properties are those of
the nondegenerate carriers in doped semiconductors and can be studied by solving the Boltz-
mann equation taking into account the scattering by acoustical phonons, by each other and by
unscreened random potential. As a result one obtains the canonical expressions for the Hall
coefficient Ry and the resistivity p :

_
Riy = o o s T (7.101)
m (7.102)

P = 4e2n,(T)(r)

where (...) means an average with energy and the derivative of the Bose-Einstein distribu-
tion function

/
ey = L
n'(E)
for the simplest case of isotropic energy spectrum with the density of states N(FE). Here
n'(E) =0n(E)/OE.

The case of quasi-two dimensional bosons is important for high- T, copper oxides. In the
normal state the characteristic boson momentum is large compared with the inverse screening
length ¢ > ¢, and therefore the scattering potential is not screened, ¢(q,0) = 1. The transport
relaxation rate due to the two-dimensional acoustic phonon scattering is energy independent
and linear in temperature (Section 4.11)

(7.103)

= m*™*C,T (7.104)

Tob—ac
where the constant C,. is proportional to the deformation potential.

In case of the classical statistics umklapp scattering can be neglected, so the scattering
between bosons in extended states does not contribute to the resistivity. However, in the
random potential the inelastic scattering of an extended boson by localised bosons makes a
contribution because the momentum is not conserved in two-particle collisions. Therefore the
boson-boson scattering contributes to the transport relaxation rate in disordered solids. In a
'single well-single particle approximation’ the role of the Pauli exclusion principle is played by
the dynamical repulsion between bosons. That is why the boson-boson relaxation rate has the
same temperature dependence as the fermion-fermion scattering. In particular, the relaxation
rate is proportional to the temperature squared because only localized bosons within the energy
shell of the order of T' near the mobility edge contribute to the scattering and because the
number of the final states is proportional to temperature,

2
L _acbnr, (7.105)
To—b m**
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with « a constant.
As a result one obtains

1

p— -1
R 2e (n —ng +bn,T) (7.106)
T + o, T?
sx\ 2 2 b
= Cue/4 7.107
P [(m ) /e}n—nLijnLT ( )

where o, = ae®bng/ (777,”"“)2 Cyc is the relative boson-boson scattering cross-section. The
density of extended bosons is temperature dependent as discussed in section 7.6, which leads
to the temperature dependent Hall constant and to the linear resistivity. The boson-phonon
scattering is mainly responsible for the linear temperature dependence of p at low temperatures
while the boson-boson scattering and the temperature dependent density n,(7") are responsible
for the linear p at higher temperatures. The residual resistivity is taken to be zero. Any
nondegenerate carriers on a two-dimensional lattice have the same temperature and doping
dependencies of their kinetic properties, so decomposition of the boson into two fermions at
high temperatures does not change the temperature dependencies of Ry and p. As regards the
Hall angle © 4 above T, the number of carriers increases linearly with 7', while the boson-boson
scattering gives the relaxation rate 1/7 ~ nT, so that p ~ 1/n7 ~ T and cot Oy ~ 1/7 ~ T?
in full agreement with many experimental observations in high7, copper oxides (Alexandrov
and Mott (1994)). At high temperatures (7" > ) the density of extended bosons eventually
saturates, as measurements of the Hall coefficient in several copper oxides show.

Finally, we calculate the thermal conductivity K, of 2D bosons in the normal state applying
the standard kinetic theory, developed for metals and semiconductors, by replacing the Fermi
distribution function for the Bose function. As a result one obtains the Wiedemann-Franz law

K, = LgoT (7.108)

where o is the normal state conductivity, and

kp\? 3By(2)By(z) — 4B2(2)
Len=[-2 1
’ (2) B3(2) (7.109)
is a bosonic Lorentz number with
o r¥dx
B,(z) = A1
(2) /0 exp(z —z) — 1 (7.110)

Here 2T is the chemical potential and kp is the Boltzmann constant. The transport re-
laxation time is assumed to be energy independent. In the classical high-temperature limit,
T > T, we obtain:

kg2
Lp=2(5, (7.111)

The boson Lorentz number, Eq.(7.109), should be compared with the electron one, L, =
72k%/3e?, which does not depend on the scattering mechanism or on the dimensionality for
degenerate carriers. Their ratio is very small mainly due to the double elementary charge of a
boson. It is given by

- (7.112)
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which is approximately 0.152. Taking this into account one can explain the near equal-
ity of the thermal conductivity of superconducting and insulating crystals of Y BC'O in the
temperature range above 100 K (Alexandrov and Mott (1993)).

5.9 8 Evidence for mobile small polarons and bipolarons

5.9.1 8.1 Small versus large polarons

Over the last decades many materials with rather high density of carriers n > 10?° cm™3

and low mobility of the order or even less than the Mott-Ioffe-Regel limit (ea®/h ~ 1em?/Vs)
were discovered. In our book we have put forward the multipolaron theory of low-mobility
solids, which cannot be understood within the framework of the canonical theory of metals.
This Chapter is intended to discuss several experiments supporting the theory.

There is some confusion in the literature, particularly about the use of the terms ’large’
and ’small’ polarons and bipolarons. Some authors define the ’large polaron’ as a mobile
electron moving together with the self-induced extended polarization in an ionic crystal and
the ’small polaron’ as an immobile object completely localised within a unit cell (site). This
is physically and historically incorrect. It has been known for four decades starting from
pioneering work by Tjablikov (1952) and Holstein (1959) that the small polaron can tunnel
in a narrow band because of the translational symmetry. Now a clear ’borderline’ between
large and small polarons and bipolarons is established with the scaling analysis, Monte-Carlo,
cluster, variational and analytical calculations as we have discussed in Chapters 1,2 and 4. If
one determines a dimensionless coupling constant

E
A= Ep (8.1)

which is essentially the same as the BCS one, large bipolarons can exist in ionic crystals at

A<05 (8.2)

and small bipolarons exist in all crystals at

A> 0.5 (8.3)

Here E, = g*hw is the Frank-Condon (or polaronic) shift, D is a bare half-bandwidth and
w is the characteristic phonon frequency. Therefore, 1/\ characterises the size of a polaron.
The second dimensionless constant g? = F,/hw, which is the number of
phonons in a cloud around the polaron, determines the small polaron half-bandwidth w

w ~ Dexp (—g°) (8.4)

This is definitely nonzero and can be as high as several hundred K if high frequency phonons
wo ~ 0.05 — 0.1eV are involved in the polaron formation and the bare adiabatic ratio D/hw is
not very large: D/hw < 10. Moreover, the calculations of the bandwidth beyond the Holstein
model show that the narrowing factor g2 is considerably reduced compared with a naive estimate
(~ E,/w) because of the dispersion. As we have discussed in section 6.2, g ~ 0.2E,/w is quite
feasible in copper based oxides.

As stressed by Shluger and Stoneham (1993) much of the single polaron theory is based
on highly idealised models, often essentially a continuum description with a single vibrational
frequency. These models ignore much of the wealth of the experimental data, which find
interpretation in many atomistic simulations. The continuum description leads to the collapse
of large polarons at an intermediate value of the coupling A ~ 1. As a result, one can discuss
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large polarons in ionic crystals only if the coupling with phonons is not large. The carrier
density should also be small to avoid the overlap of the extended deformation fields as well
as their screening. We believe that when the density of carriers is about 10?! cm™ or higher,
so the number of polarons per unit cell is above few percent, large bipolarons cannot survive
because of screening. A simple estimation of the screening length r, yields for the quasi-two
dimensional Fermi gas

h Eod
P~ —
T2V mre?

< 4A (8.5)

with the static dielectric constant ¢y ~ 100, m* = 5m, and the interplane distance d ~ 5A.
This estimate remains valid also for three dimensions if the carrier density n > 10%! cm™3.
Therefore any extended lattice distortion and large polarons are ruled out by screening. In this
case the many body effects including superconductivity should be described by the Migdal-
Eliashberg theory, so the superconducting state at A < 0.5 is the BCS superconductor.

On the other hand small mobile polarons form in the strong coupling regime A > 0.5 at any
doping. Their hallmarks are

e a low but finite mobility,

e the coherent band motion at temperatures below the characteristic phonon frequency and
the activated mobility above it,

e a mid-infrared maximum of optical conductivity with a descrete multiphonon structure,

e the polaron band narrowing.

Being rather heavy they readily form small bipolarons if a short range attraction due to the
local lattice deformation overcomes the Coulomb repulsion. Because in ionic solids the essential
part of the Coulomb repulsion is screened by optical phonons, the deformation potential and
molecular vibrations can easily bind two small polarons at a short distance. The hallmarks of
small bipolarons are those of small polarons, plus

e superfluid phase transition similar to that of He?,

e spin gap in the magnetic susceptibility, that is y; — 0 at 7' — 0 if a singlet is the ground
state ,

e clectrodynamics of the charged Coulomb Bose gas,

e double elementary charge 2e in the normal state.

However, the absence of some of these properties does not tell us that carriers are not small
(bi)polarons. As an example, proceeding from the absence of the activated mobility in doped
copper oxides and from an estimation of the effective mass based on a Drude-like fit to the
optical conductivity some workers interpret kinetic and optical data for copper oxides in terms
of large polarons with m* ~ 2m, or free electrons. However, the value of the effective mass
itself cannot be used to distinguish large and small polarons. In case of small polarons the mass
enhancement is the same as the band narrowing factor, and is generally larger than an increase
of the band mass due to the large polaron formation. However, in both cases the band mass
can be and often is significantly smaller than the free electron mass m, as discussed in section
3.5. Therefore, the absolute value of the effective mass does not yield the value of the band
mass renormalisation. Moreover, a low effective mass of the order of 2m, might be, in our view,
an artifact of the Drude-like fit to the optical conductivity which definitely fails to describe
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the multiphonon midinfrared maxima. The Drude formula is meaningless if the effective mass
as well as the relaxation rate are frequency dependent. Their frequency dependence is itself
a small polaronic feature. Low field measurements of the London penetration depth in high-
T. superconductors consistently yield larger m* for polarons(~ 5m.) and m** > 10m, for
bipolarons. With a low value of the effective mass (~ 2m,) one fails to explain a low value
of the dc mobility. Also the absence of the activation law in oxides at high temperatures
is compatible with small polarons because the characteristic phonon frequency is very high
(~ 1000K), of the order of the activation energy, so the activation hopping can not be verified.

Here we present a discriminating selection of kinetic, optical, and photoemission experimen-
tal data, which unequivocally show that carriers in different insulating and superconducting
oxides are small polarons and small bipolarons.

5.9.2 8.2 Small-polaron transport in TiO, and NiO

The comprehensive investigation of the small polaron transport has been performed in rutile
TiO, by Bogomolov et al (1967). The small polaron transport mechanism was also proposed
for NiO (Appel (1968), Austin and Mott (1969)). From experimental investigation of the drift
and Hall mobilities, the infrared absorption, the thermoelectric power and comparison with the
small polaron theory one gets quite convincing evidence for the small polaron transport in TiOs.
Figure 8.1 shows the drift and Hall mobilities for lightly reduced rutile above 100/K. The small
value of the mobility is the most characteristic feature of TiO,. For conduction perpendicular to
the c axis the drift mobility shows an increase above room temperature with an activation energy
of 0.13 eV. For conduction along the ¢ axis the activation energy is 0.07 eV. The curve of the drift
mobility has a minimum around room temperature, which is characteristic of small polarons
if the activation region of parameters, w < T' < Ej is realised. The Hall depends depends on
temperature, which is also characterister agreement with that in the high temperature region
prr/pa < 1is in agreement with that expected for
the adiabatic small polaron (Bottger and Bryksin (1985)). Normally, the activated behaviour
of py sets in at higher temperatures than for u,; with a smaller activation energy. Thus the
absence of an activated temperature dependence of y4 only indicates that its activation region
is not reached in the experiment. A striking feature in TiO, is that the Hall mobility is very
small (~ 1 cm?/V's) above room temperature but rises to large value at temperatures below
about 50K. The drift mobility increases also with the temperature lowering up to the value
about 50 cm?/V's at 30 K , which also with the which, he explanation was given by Austin and
Mott (1969). As we have discussed in Chapter 4 the polaron behaves like a heavy particle in a
narrow band below 7" ~ wp/2, and the relaxation time is determined by phonon and impurity
scattering. The estimated polaron bandwidth is very small in rutile (see below), therefore
single-phonon optical scattering is prohibited and twophonon contribution is frozen out. Thus
a large increase in mobility is predicted at low temperatures, if the impurity scattering is not
too strong.
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Fig.8.1. Hall $\mu_{H}$ and drift ;14 mobilities in TiO, as a function of the inverse tempera-
ture.

Semiconducting samples of TiOy show an absorption peak at ~ 0.8eV which correlates in
intensity with the magnitude of the conductivity. At temperatures above 50 K a single peak
in the absorption is independent of the nature of the donor centres and attributed to small
free polarons. Below 10K, a single peak is observed at ~ 1eV, the exact position depending
on the nature of the donor centres, and this is attributed to bound polarons. The frequency
and temperature dependence of the absorption coefficient of TiOy doped with Nb , measured
by Kudinov et al (1969) agrees well with the MIR conductivity of small polarons (Béttger and
Bryksin (1985)). From the analysis of the optical data the estimated characteristics of the small
polaron are

E,~04eV;E, ~0.2eV; ¢* = 4. (8.6)

With the value of the transfer integral T'(a) ~ 0.1eV estimated from band structure calcu-
lations one obtains by the use of the non-adiabatic small polaron theory (Chapter 4)

o(a) = T(a)e ™ ~ 2meV, (8.7)
and the effective mass enhancement

m*

p—— 150 (8.8)

The measurements of the line width of ESR on defect centres in TiO, for different carrier
densities confirmed this estimation of the effective mass (Bogomolov et al (1968)).

As it was discussed by Austin and Mott (1969) nickel oxide is a Mott insulator, which
becomes a p-type semiconductor when doped with lithium or partially reduced. The measured
values of the drift and Hall mobilities are below 1 cm?/V s at room temperature. However,
because wp /2 is rather high (about 400K) the thermally activated hopping is hardly expected.
Nevertheless, there is some evidence of hopping conduction to the thermally activated polaron
hopping in Li-doped NiO. The estimated value of the polaronic level shift is ~ 0.7eV, the
polaron radius is 1A, the bare transfer integral T'(a) is estimated at 0.3 €V contrasted with 0.1
eV for TiO,. The polaron transfer integral is o(a) < 12meV which corresponds to m* > 30m..
The study of the polaronic transport in doped nickel oxide is complicated by the magnetic
fluctuations. In NiO, uy shows an anomalous behaviour near the Neel point and the Hall
constant changes sign. It seems certain that the sign reversal is associated with the onset of
magnetic disorder cal absorption measurements are complicated by the state between 1 and 5
eV. An observed NIR absorptions
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Fig.8.2. The absorbance of $\mathrm{WO} {3-x}$ at low temperatures. Upon cooling poor
metal 6 — WO3_, transforms into (bi)polaronic semiconductor e — WO3_,.

5.9.3 8.3 Mobile polarons and bipolarons in WO3_,

Tungsten oxide, WO3_,, studied in detail by a Cambridge group (Salje (1995)) shows prop-
erties of charge carrier transport, which cannot be described by those of free electrons. It is
an almost ideal model compound for studies of polaronic transport because carriers can easily
be generated or destroyed by chemical reactions or doping of WO3 with H, V, Mo or implan-
tation /removal of oxygen. They are not pinned to structural defects in crystals with reduced
oxygen content because point defects are locally compensated. Formation of small polarons is
specific for some structural
phases of W O5_, but not for all. At room temperature and above d — W Os_, behaves as a poor
metal. Its electronic transport is due to carriers with slightly enhanced mass and the Hall coef-
ficient well in agreement with the predictions of almost free carriers with weak electron-phonon
coupling, i.e. large polarons.
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Fig.8.3. The conductivity of $\epsilon-W O _{3-x}$ perpendicular (top) and parallel (bottom)
to the c-axis.
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Fig.8.4. The energy dependence of the ESR photoeffect. AR/R is the relative change in ESR
signal generated by illumination through splitting of bipolarons into pairs of small polarons
(T = 20K).

The optical properties are dominated by Drude absorption and a fundamental absorption
edge with E, = 2.77eV, Fig.8.2. At temperatures close to 250 K , the crystal transforms
on cooling into € — W0Os_,, which is insulating with a larger gap E, = 3.05¢V. The Drude
absorption disappears. Instead, the optical absorption spectra display the (bi)polaronic profile,
as shown in Fig.8.2. The experimentally observed profile shows a maximum at 0.71 eV , which
corresponds to F, ~ 0.3eV, if
the IR conductivity is due to small polarons. The phonon energy results from the linewidth
(section 4.11) and w = 0.07eV, i.e. in the expected spectral range of phonon modes of the W Og
octahedra. The de conductivity of e—WOs;_, clearly shows the small (bi)polaron characteristics.
The transport is thermally activated at T > 100K with the activation energy ca.E,/2 and
tunneling in a (bi)polaronic band appears to occur at lower temperatures, Fig.8.3. When
WOs3 is cooled in the dark, no ESR signal is observed in the e-phase. This experimental
result shows that all spins are paired in the ground state. The optical absorption shows a
signal similar to that of polarons but shifted to higher energies about 1 eV. Single polarons
are either generated thermally or, more conveniently, by photoexcitation of bipolarons. The
fingerprint of single polarons is a strong F.SR signal under illumination of €e — WO5_, with the
spectral dependence shown in Fig.8.4. The maximum efficiency occurs near 1 eV. The close
similarity between the low-temperature absorption spectra and the spectral dependence of the
E'S R photoeffect suggests that the optical absorption is due to excitation of bipolarons. As the
transport properties are highly two-dimensional (o, > 1000,.), it appears that bipolarons are
confined to the a — b plane, favoring the idea of disc-shaped bipolarons rather than spherical
ones.

5.9.4 8.4 Small polarons in high- 7, oxides

According to Bednorz and Miiller (1988) the guiding idea in searching for high- 7T, super-
conductivity was influenced by the Jahn-Teller polaron model. Based on the experience from
studies of isolated J7' ions in the perovskite insulators, their assumption was that the model
would also apply to the oxides, if they could be turned into conductors. This is possible if
‘an electron and a surrounding lattice distortion with a high effective mass can travel through
the lattice as a whole, and a strong electron-phonon coupling exists’. As we have discussed in
"High Temperature Superconductors and Other Superfluids’ (Taylor & Francis (1994)) there
is now a large body of experiments suggesting that small (bi)polarons are responsible for the
phenomenon of high temperature superconductivity. In this section we discuss several recent
observations supporting the same conclusion.
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5.9.5 8.4.1 High- T, oxides are doped semiconductors

The existence of 'parent” Mott insulators, which are spin ’ 1/2 ’ antiferromagnets suggest
that high- T, superconductors are, in fact, doped semiconductors. There is now a growing
consensus that the dopant-induced charge carriers in high 7T, oxides exhibit a significant dressing
due to spin and lattice distortion. Studies of strongly correlated models like the Holstein
t — J model show that the critical electron-phonon coupling strength for polaron formation
is considerably reduced by an antiferromagnetic exchange interaction compared to that in the
uncorrelated model (section 5.5).

On the other hand, it has been suggested that optimally doped and overdoped oxides are
metals with a large Fermi surface as follows from ARPES, the T? temperature dependence of
resistivity, and from the small value of the Hall constant. However, the progress in elucidating
the normal state of the prototypical cuprate Las_,Sr,CuO4 (Batlogg et al (1995), Hwang et al
(1994)) leads us to the conclusion that optimally doped and overdoped copper oxides remain
to be semiconductors. In
particular, semiconductor-like scaling with = of dec conductivity in Lay_,Sr,CuO, for a wide
temperature and doping region, Fig.8.5, has been observed.

Le, ,Sr,Cu0,
0. +

06 |

0.4+ Vi

x « Resistivity (mQcm)

Temperature (K)

Fig.8.5. Resistivity of $\mathrm{La}{2-z} |mathrm{Sr}{x} \mathrm{CuO} {4}$ multiplied
by x covering the wide span of hole concentration from under to overdoping (Batlogg et al
(1995)).

A plot of resistivity p multiplied by = brings p(7T) for various values of x on a similar scale,
suggesting that the in-plane conductivity is dominated by holes, introduced with Sr, and that
copper electrons remain localized even in overdoped oxides because of the large Hubbard U on
copper and the local lattice deformation, which prevents their hopping.

Sometimes it is argued that unusual features of overdoped high- T, oxides can be understood
as a result of a strong magnetic pair-breaking if the spin-flip mean free path [ is shorter than
the coherence length &. However high- T, oxides are at a ’clean’ limit, the mean free path [
is larger than &;. This makes the magnetic pair breaking irrelevant for high- 7, because the
strong inequality [; < [ is unrealistic; normally [, > [.

5.9.6 8.4.2 Low mobility

A low value of the in-plane mobility in high- T, copper oxides is now well established. The
Hall coefficient, dc conductivity, and hence the mobility in the CuO 2 planes were reported
by MIT group (Chen et al (1995)) for single crystals of the prototypical cuprate LasCuOy
containing a few holes (~ 0.2% per mole). In particular, they presented transport measurements
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for current in the CuO 2 planes for two crystals. One of them, LayCuQOyy,, referred to as
LCO —1 in Fig.8.6, contained only enough oxygen accet a acce istic of undoped LayCuOy4. The
other, Laj gogSro.002CuOy labeled as LSCO(295 K), has been reduced after growth to eliminate
all excess oxygen. It contained about the same density of acceptors as LC'O — 1 and had
almost the same Néel temperature. The in-plane mobilities are shown in Fig.8.6. Despite the
different magnitudes of the mobilities the temperature dependencies are very similar and the
absolute values are about 1 ¢cm?/V s in the relevant temperature range near the superconducting
transition in doped samples. A low effective mass of the oxygen-induced hole of only ~ 2m,, as
suggested by the Drude-like fit to the optical conductivity requires a surprisingly short scattering
time and the concentration of ionized acceptors ten times larger than expected. Therefore, we
believe that the effective mass of (bi)polarons in LSCO should be enhanced up to 10m, or
more and (bi)polarons are small. This

conclusion is confirmed by the observation of an oxygen isotope effect on the Néel temperature
in the insulating Lap,CuO, suggesting the oxygen-mass dependence of the superexchange J

(Zhao et al (1994))
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Fig.8.6. The in-plane mobilities of LCO — 1 and LSCO(295K) determined from Hall and
conductivity measurements by Chen et al (1995).
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The latter is determined by the bandwidth and because of the small polaron band narrowing
it depends on the phonon spectrum. This clear-cut experiment verified the crucial role of
apex oxygen ions for the bipolaron formation in LSCO in agreement with the first-principles
calculations by Zhang and Catlow (1991), section 2.5. On the other hand, Mott (1995) has
argued, that the polarons will necessarily produce also excited holes, which could be observed
as light carriers.

The Hall mobilities of superconducting poly and single-crystals of Ly_, ST, CuO, were mea-
sured by Hwang et al (1994) over a wide temperature (4 — 500 K) and composition (0 < z <
0.35) range, Fig.8.7. For < 0.15, the data follows a T2 fit for 7> 100K, with the systematic
trend that the coefficient of the 7 term increases with doping. This is in line with the bipo-
laron 2D kinetics as discussed in
section 7.8. The mobility value is between 1 cm?/V's and 5 cm?/V's for all measured tem-
peratures and compositions. The Mott-lToffe-Regel limit for the in-plane CuO, mobility is
ea?/h ~ 2.5 cm?/Vs(a ~ 3.8A). Therefore carriers are small polarons or bipolarons both in
insulating and superconducting crystals of LSCO.

5.9.7 8.4.3 MIR conductivity of high- T, oxides

Studies of photoinduced carriers in the dielectric ’parent’ compounds like LasCuQOy,
Y BasCu3zOg and others demonstrate the formation of self-localised small polarons or
bipolarons (Kim et al. (1988), Taliani et al. (1990)). In these experiments the sample was
pumped by a laser beam and the net change in the absorption coefficient was determined
from the photoinduced change in transmission. New photoinduced phonon modes were found
indicating the formation of a localised structural distortion around a photogenerated carrier.
In addition, a broad peak of photoinduced absorption in the electronic region of frequencies
was observed, indicating the formation of localised electron states deep inside the
semiconducting energy gap. These two aspects of the data confirm the formation of
self-localised polarons and provide direct evidence of the importance of the electron-phonon
interaction in metal oxides.



5.9 8 Evidence for mobile small polarons and bipolarons 157

o(w) (arb. units)

-3 o
0 2000 4000 6000 8000 o 2000 4000 6000 (M
ENERGY (cm™") ENERGY (cm™)

Fig.8.8 The photoinduced MIR conductivity in the insulator precursors for $\mathrm{T1}{2}
|mathrm{Ba}{2} \mathrm{CaCu}{2} |mathrm{O}{8}$ (top), YBayCu3O; (middle), and
Lag_,Sr,CuOy (bottom) compared with the polaron MIR conductivity (dashed line) (a); b
: superconducting samples (dashed lines) compared with (a).

Mihailovic et al. (1990) described the spectral shape of the photoconductivity with the
small polaron transport theory. They also argued that the similar spectral shape and systematic
trends in both photoconductivity of optically doped dielectric samples and infrared conductivity
of chemically doped high- T, oxides indicate that carriers in the concentrated (metallic) regime
retain much of the character of carriers in the dilute (photoexcited) regime. The measured
photoinduced infrared conductivity o(v) (solid lines) in the insulating parent compounds is
compared with the small-polaron MIR conductivity (dashed lines) in Fig.8.8a. The infrared
conductivity of the high- T, superconductors (dashed lines) is compared with the photoinduced
infrared conductivity (solid lines) in respective insulator precursors in Fig.8.8b. One of the
qualitative observations, which follow from comparison of MIR conductivities of insulating
and superconducting materials is that in all perovskite exhibiting superconductivity, the peak
energy shifts toward lower energy as T, of the material increases. The polaron masses estimated
from the MIR conductivity peak are

*

m

= 23(LSCO)

= 13(YBCO)
=11 (TlQB&QCCLCUQOg) (89)
The critical temperature of the superconducting transition turns out to be inversely propor-

tional to m* in full agreement with the bipolaron theory of high- T, superconductivity. That
implies that the charge carriers in the normal state of high- T, cuprates are small bipolarons.
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Fig.8.9. MIR reflectivity R(v) for BSYCO single crystal at three different temperatures.

It follows from two upper curves of Batlogg’s scaling of resistivity with z, Fig. 8.7 that
the self-trapped (bi)polarons can be trapped by impurities. Falk et al (1993) measured the
temperature dependence of the MIR reflectivity of lightly-doped LayCuQO4. They found the
large difference between the optical 0.13 eV and thermal 0.035 eV ionization energy. This
observation as well as the line shape and the temperature dependence of the MIR peak are
consistent with absorption from polaronic impurity states.

Calvani et al (1994, 1995) in a series of papers reported a fine structure of the MIR
conductivity in several copper oxides, as predicted by the numerical calculations of the optical
conductivity of the Holstein clusters (Alexandrov et al (1994b)), Fig.4.6. As an example, the
MIR reflectivity of a single crystal of insulating BisSraYCuyOg(BSY CO) is shown in Fig. 8.9
for three different temperatures. Therein, a strong infra-red band is observed, with a clear and
T - dependent fine structure, together with the phonon peak at 610 cm~!. Starting from 300K,
the amplitude of the IR band increases by a factor of two for T' decreasing to 200K, then it
saturates. For the same temperature variation, the phonon peak at 640 cm ™! increases by less
than 20%. The fine structure has been explained in terms of overtones of additional modes,
which strongly depend on doping and temperature. These modes correspond to vibration of
the locally perturbed lattice and are quite general features, as they appear also in the metallic
phases of several high- T, oxides. The finding that in the metallic phases of many cuprates
the polaron band in the optical absorption is superimposed on a normal Drude term, implies
that the carriers, responsible for superconductivity could represent either a normal Fermi liquid
coexisting with a substrate of small polarons, or the coherent part of a small-polaron fluid. The
correlation of the position of the MIR peak with the value of T, favors the second scenario.

5.9.8 8.5 Small bipolarons in high- 7. oxides

We now shall discuss several features of cuprate superconductors which show that their
ground state is similar to a superfluid charged Bose gas, as predicted by the bipolaron theory
of superconductivity.
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5.9.9 8.5.1 A\-point in high- T, oxides

The specific heat near the transition temperature of the superfluid Bose liquid differs signif-
icantly from that of the superfluid Fermi liquid. Bose liquids (or more precisely He?) show the
characteristic A-point singularity of their specific heat. Superfluid Fermi liquids (He® and the
BCS superconductors), on the contrary, exhibit a sharp second order transition accompanied
by a finite jump in the specific heat.

It has been established beyond doubt (Fisher et al. (1988), Loram et al. (1988), Inderhees
et al. (1988), Junod et al. (1989), Schnelle et al. (1990)) that in high 7. superconductors the
anomaly in the specific heat spreads to about |T"— T.| /T. ~ 0.1 or larger, Fig.8.10.

The estimations with the canonical gaussian fluctuations yield an unusually small coherence
volume, Table 8.1, comparable with the unit cell volume, 2 ~ 167A° in Y BCO (Loram et al.
(1992)). That means that the overlap of pairs is small (if any). Moreover it was stressed by
Salamon et al (1990) that the heat capacity anomaly is logarithmic, and consequently, cannot
be adequately treated by gaussian corrections to the mean field BCS heat capacity.

On the other hand one can rescale the absolute value of the specific heat and the temperature
to compare the experimentally determined specific heat of He! with that of high- 7. oxides
(Alexandrov and Ranninger (1992a)), Fig.8.10. The specific heat per boson in the two high T,
oxides practically coincides with that of He* (n, = 1) in the entire region of the X singularity.
In fact for the 2223 compound the ) shape is experimentally better verified than in He* itself
because of the fifty times larger value

Table 8.1: The coherence volume € in $\dot{A}"{3}$, the in-plane &, and out- of- plane &,
coherence lengths derived from a Ginzburg-Landau analysis of the specific heat (Loram et al.

(1992)).

Compound Q 2, <A2) £, (A)
YBCLQOU,307 400 125 3.2
Y BasCusO7_¢.025 309 119 2.6
YBCLQCU307,0A05 250 119 2.1
Y BasCusOr_¢1 143 119 1.2
Cao.gyb_QSI‘QTloﬁpboﬁCll207 84 70 1.2
Tl sBayCas oCuzOqg 40 <09

of the critical temperature. The density of nonlocalised bosons n;, (1,) determined from the
heat capacity fit to He' is very close to that determined from the Hall measurements:

ny ~ 1.8 x 10* cm™ (8.10)

in the optimally doped Y BC'O. The specific heat of a single crystal of Y BayCu3zO; was
measured with the magnetic fields up to 87" providing strong evidence for the critical exponents
consistent with those observed in He* (Overend et al. (1994)).
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Fig.8.10. Heat capacity anomaly in two high- $T {c}$ oxides compared with He* (n, = 1),
solid line

and with the BCS curve, dashed line.

5.9.10 8.5.2 Doping dependence of Ry,T. and \y

The two-band bipolaron model discussed in section 6.2 allows us to explain an outstanding
problem of the metal-semiconductor duality of overdoped copper oxides and the doping depen-
dence of the critical temperature and the London penetration depth (Alexandrov (1995)).

It is well known that the effective mass anisotropy of energy ellipsoids in a square (or cubic)
lattice diminishes the value of the Hall constant as in Si or Ge. In the presence of disorder an
" x 7 -bipolaron can be localized in the y direction tunneling
practically freely along x and a ’ y ’-bipolaron can be localized in the x direction remaining free
along y. That gives a very low metallic-like Ry, which presumably is due to bipolarons with the
energy above the Hall mobility edge, E > E.y. At the same time the dc conductivity remains
proportional to the number of bipolarons above the mobility edge, which lies below, E. < E.g.
To support this conclusion quantitatively one can adopt the effective mass approximation, Fig.
6.2
k2 ky

T,y x

k 2y, 2my,

(8.11)

with m, = 1/t and m, = 4m,. The Boltzmann equation in the relaxation time approxima-
tion yields (section 4.11)

n n 2 n n n
9 n' (EP) PEY (OER\"  OE} OE} O°Ep
k,n=z,y k okZ  \ Ok, Oky Oky OkyOks

(S (55)") |

where n’ (E}) is the derivative of the distribution function. Counting bipolarons (ng), with
the energy above F.y in the numerator and above E. in the denominator of Eq.(8.12) one
obtains

Ry ~ (8.12)

dmgmyng

2Ry = (8.13)

[(mg + my) no + mynl]2

where ny = x/2 — ny is the number of bipolarons with the energy above E.y, which are
free in both directions; ny, is the number of bipolarons localized at least in one direction, and
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ny is the number of bipolarons localized only in one direction. The number of bipolarons per
cell localized at least in one direction is proportional to the number of random potential wells
with the depth U larger than ¢’ ~ 1/m,

—t
ng = B/ exp (—U?/~%) dU (8.14)

The coefficient B is determined by the condition that all states of the Brillouin zone should
be localized (n;, = 1) if the random potential is very large, v > t/. The average depth ~
of random wells is proportional to the relative fluctuation of the dopant density, which is the
square root of the mean density x

7=V, (8.15)

Here ~q is the characteristic binding energy independent of the dopant density. That yields
B = % and

no = x/2 + erf(k/vz) — 1 (8.16)

with k = ¢’ /. The number of bipolarons, ng+n;, above the mobility edge E. contributing
to the longitudinal conductivity remains practically equal to the chemical density z/2 in a wide
range of £ which can be verified with Eq.(8.14) replacing ¢’ for ¢ = 4¢'. As a result, the Hall
density ng = 1/2eRy to the chemical density ratio is given by

nH [5z + 2erf(k/y/x) — 2)?
z/2  16z[x + 2erf(k/\/z) — 2]

with erf(z) = \/%7 foz exp (—€?)dé. The agreement with the experiment is almost perfect
for kK = 0.57, Fig.8.11. Due to the mass anisotropy the low temperature 'physical’ density ng
remains c.1.6 times larger than the chemical z/2 even for low doping when n; < z/2. The
dc conductivity scales with z in overdoped samples as observed, Fig.8.5. because ng + n; ~
x/2 for all x. On the contrary, the density ny of carriers extended in both directions falls
rapidly in overdoped samples, Fig.8.11 (inset), due to increasing random potential fluctuations,
proportional to \/x. The mass anisotropy of the order of 4 can be seen commonly in doped
semiconductors. However the anisotropy increases rapidly in overdoped samples. In fact, we
believe that the large Hall to chemical density ratio, Fig.8.11 is a measure of this anisotropy
and has nothing to do with a large Fermi surface.

(8.17)
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Fig.8.11. The ratio of the Hall $n_ {H}=1 / 2 ¢ R_{H}$ to chemical z/2 densities in
Lag_,Sr,CuOy, as a function of doping compared with experiment (Hwang et al (1994)) at
40K. Inset represents the theoretical dependence of the density of extended bosons ng, of T,
and of the penetration depth (in relative units).
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The critical temperature for the condensation of CBG is proportional and the London
penetration depth squared is inversely proportional to the density ny of delocalised bosons in
2 + € dimensions. Therefore

T, ~x+2erf(k/\/r) — 2

and

1
arn 2erf(k/y/x) — 2

With these equations one can easily explain the doping dependence of T.(x) in supercon-
ducting oxides as well as the so-called "Uemura’ plot T, ~ 1/)\% verified experimentally in
underdoped and overdoped samples (Uemura (1995)), Fig.8.11 (insert).

As a result the metallic value of the Hall effect and the semiconducting scaling of dc conduc-
tivity in overdoped high- T, oxides as well as the doping dependence of the critical temperature
and of the London penetration depth can be explained by taking into account the localization
of bipolarons in a random potential. Then both underdoped and overdoped high- T, oxides are
doped semiconductors with oxygen bipolarons as carriers partly localized by disorder.

A3 (0)

(8.19)

5.9.11 8.5.3 NIR absorption in Y BCO

Another piece of evidence for bipolarons in high - T, oxides and their Bose-Einstein con-
densation comes from the near infrared (NIR) absorption in the high frequency region (v ~
0.5—0.7¢V) (Afexandrov et al. (1993)). It is well known that for frequencies much higher than
the superconducting energy gap no change with temperature in optical absorption is expected
within the BCS theory. However, Dewing and Salje (1992) observed the effect of the supercon-
ducting phase transition on the near infrared absorption and reflectivity with the characteristic
frequency v ~ 0.7¢V in Y BayCuzO7_s, Fig.8.12. The relative change of the integrated optical
absorption (frequency window 2000 cm™! — 10000 cm ™) at the superconducting transition was
as high as 10%.

110 4
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Fig.8.12. The temperature dependence of the NIR absorption near 5000 cm™! in
YB(IQCU307.
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This observation is in line with the temperature dependence of the optical bipolaronic con-
ductivity, as discussed in section 6.5. The effect of the superconducting phase transition on
NIR absorption is explained by the Bose-Einstein condensation of small bipolarons. Triplet
intersite bipolarons, which are thermally activated, are responsible for the temperature depen-
dence of the NIR conductivity in the normal state. The temperature dependence of the MIR
and NIR reflectance and transmittance of thin Y BCO films was found to be consistent with
the powder absorbance measurements (Yagil et al (1995)). In these regimes the optical energy
is much higher than both temperature and superconducting energy gap, therefore the temper-
ature dependence in the normal and in the superconducting states is anomalous and cannot be
explained within a normal Fermi liquid approach.

5.9.12 8.5.4 Upper critical field of high- 7. oxides

The superconducting transition in a magnetic field for a wide temperature range
starting from mK-level up to T, has been reported by Mackenzie et al. (1993) in overdoped
Tl-based cuprate. Resistively determined H. values from T/T, = 0.0025 to T/T, = 1 in a
T. = 20 K single crystal of Tl;BayCuOg,s follow the temperature dependence that is in good
qualitative agreement with the type of curve for CBG, Fig.7.3 for ny/n ~ 1.

g oon h_u—m;—l;i
0 0.2 0.4 0.6 0.8 T/TC
Fig.8.13. The upper critical field of $\mathrm{T1}{2} |mathrm{Ba}{2}

\mathrm{CuO} {6+\delta}$ compared with the critical field H*(T") of CBG.

Osofsky et al. (1993) also observed the divergent upward temperature dependence of the up-
per critical field H.o(T") for thin BSCO films, which was 5 times that expected for a conventional
superconductor at the lowest temperature. The observed dependencies of H.o(T') are remark-
ably different from that predicted with the canonical Ginzburg-Landau theory, Ho ~ T, —T.
The unusual temperature dependence of H.y of a 'low T, ’ overdoped Tl;BayCuQOgys can be
quantitatively described by the formula for the BEC critical field, derived in section 7.7 ,

— LN \T)/ X 3/2
H*(T) = constant X (7'%1 —22n£(1))//x] - \/F) (8.20)

Here 7 = T/T, with T, the experimental critical temperature, z is the chemical polaron
density determined in T1;BayCuQOg s by the excess oxygen content d,z = 20, and ny(7) is the
number of localized bipolarons. x/2 — ny should be very small. In fact, at zero temperature
the condition 2n.(0)/z = 1 is satisfied because each bipolaron is localised on the excess oxygen
ion. In the ’single well-single particle’ approximation
the number of localised bipolarons is determined by

[ Ni(e)
np(r) = /_ et (8.21)



5.9 8 Evidence for mobile small polarons and bipolarons 164

where Ny (¢) is the density of localised states.
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Fig.8.14. C-axis resistivity of single -crystal BiSroCaCuyOg in a magnetic field (A) nor-
malised with respect to the normal state resistivity (B).

The positive curvature of H*(T') on the temperature scale of the order of T, does not depend
on the particular shape of Ny (e). However, at mK temperatures shallow potential wells are
important. Therefore the low-temperature behaviour of H*(7T') is sensitive to the shape of Ny (¢)
just below the mobility edge. One can model

e/

Ni(e) = 0.5n5(0) {67

+0(e+ Eo)] (8.22)

to imitate both the discrete levels with the energy FEy and the exponential shallow tail
due to the randomness of the impurity potential. Then one can quantitatively describe the
experimental curve H.o(T') with Eq.(8.20) and /7, = 0.13 and Ey/T. = 0.3 for three decades
of temperature, Fig.8.13. This equation was also applied by Osofsky et al (1993,1994) to
describe Hepo( T) of BiySroCuO,, with an excellent agreement for the critical temperature.

However, in the highest T, cuprates the in-plane superconducting transition is known to
display pronounced broadening in a magnetic field, with the top of the
transition having a much weaker field dependence than in the region near the bottom. This
together with the high values of H. have made an experimental determination of H. very
difficult in materials with 7, > 60K, with the consequence that widely varying values of H.,(0)
have been estimated based on different models. The out-of-plane resistive transition shows a
different behaviour in a magnetic field. An increasingly pronounced maximum (peak) developes
below T, and shifts to lower temperature rather than broadened with increasing field. By the
use of the out-of-plane resistivity of BSCCO-2212 crystals measured in the field up to 157 (H ||c)
Alexandrov et al (1995) proposed a procedure for extrapolating the values of the resistive upper
critical field H(7) which is independent of the background normal resistance. The typical
out-of-plane resistive transition in a magnetic field up to 157" is shown in Fig.8.14 (H||c). No
significant ¢ -axis magnetoresistance at temperatures well above the peak is observed. Therefore
RN (T) is independent of the field and can be represented by a single function obtained by
extrapolating the R(T") curves from temperatures well above the transition, Fig.8.14A. After
dividing the R(7T) curves taken at different fields by Ry (T'), the resultant curves (Fig.8.14B)
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show a nearly parallel shift of the transition, particularly at high fields. Not surprisingly
H*(T') obtained for different R/Ry values has a similar shape. To determine H.o(T") one can
extrapolate H*(T') up to R — Ry. The extrapolated H.o(T') is shown in Fig.8.15 as the upper
limit of H*(7T). The uncertainty in determining H.o(7") due to fluctuations as R(7T) approaches
RN (T) near the top of the transition are represented by different experimental points for the
same temperature. As a result the measured H.(7') does not follow the conventional model,
which predicts a zero or positive curvature very close to T, and negative at lower temperatures.
Just the opposite behaviour is observed, which we believe is related to a very small coherence
volume in high- 7T, oxides as discussed above. The temperature dependence of H.o(T') is that

of the CBG critical field (solid line).
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Fig.8.15. Resistive upper critical field of high- $T {c}$ BSCCO - 2212 single crystals.

5.9.13 8.6 Polaronic ARPES in high- 7. oxides and fullerene

Small- polaron features of the energy spectrum and the formation of bipolarons can be
verified by the angle resolved photoemission spectra (ARPES) as discussed in section 4.12. We
believe that the high resolution ARPES (Gofron et al (1994)) shows such features, Fig.8.16.
The extremely flat anisotropic bands have been measured in several copper high- T, oxides
which display at least an order of magnitude less dispersion than the first-principles band
structure methodology can provide (Fig.8.16b). This flatness is due to the polaron narrowing
of the band, and the anisotropy is due to the remarkable difference of p, overlaps in x and
y direction, respectively. If bipolarons are formed the spectral weight is shifted down by half
of the bipolaron binding energy with respect to the chemical potential. This could provide
an explanation why the flat band observed with ARPES in Y BayCuyOg does not cross the
Fermi level. It lies approximately 20 meV below the chemical potential which means that the
bipolaron binding energy is about A ~ 40meV in this material.
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Fig.8.16. (a) Ultrahigh energy resolution ARPES in $\mathrm{YBa}{2} |mathrm{Cu}{4}
\mathrm{O} {8}$ along I' — Y direction of the Brillouin zone. (b) Corresponding first-
principles computed intensities.

The calculations by Zhang and Catlow (1991) show that the bipolaron binding energy
depends on details of the perovskite crystal structures. As we have discussed in Chapter 2 the
binding energy of small bipolarons is strongly related not only to the size of the pair but also to
the detailed geometry of the site where the polaron is situated and to the dielectric properties
of the matrix. It is not surprising that the bipolaron binding energy is not universal among
different copper oxides.

Doped fullerene M,Cl is an ideal system to observe mobile small polarons and bipolarons
because the bare electron band is narrow (D ~ 0.2eV) and there are phonon frequencies of the
same order. However, the final answer to the question on the nature of the superconductivity in
these compounds depends not only on the adiabatic ratio w/D but on the coupling constants
as well. If a relatively weak coupling (A < 0.5) with low-frequency phonons dominates, the
Migdal-Eliashberg theory can be applied with the BCS ground state. On the other hand, if
the coupling is strong or high-frequency phonons are involved, our bipolaron theory should be
applied. The photoemission spectroscopy of a molecule Cyg,(Gunnarsson et al (1995)) allows us
to estimate the relative contribution of different phonon modes to the electron-phonon
interaction (Alexandrov et al (1995b)). The Hamiltonian at hand, describing three degenerate
t1, electron states coupled with phonons, is diagonalised with respect to the coupling with the
Ago-vibration mode using the canonical Lang-Firsov displacement transformation exp(S) with
the following result

:—E 9? Z@DT ’gbm—{—zg Wy Z wm+zzwunuu (823)

n,m=1 v p=l1

where Efgz = (gAg?)chAg2 is the polaron shift due to the Az, mode, M?" is the Hermitian
dimensionless coupling matrix (of order of unity) for the five-fold degenerate H, modes, and
Ny, are the phonon occupation numbers for H, modes.
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Fig.8.17. Polaron theory fit (full line) to the experimental PES (Gunnarsson et al (1995))
(dashed line). Frequencies $\omega=\omega {\nu}$, coupling constants g = ¢”, and the
contribution to the ground state energy £/ = E; for different modes are shown in the inset. For
comparison the variational fit is represented by the coupling constants g[1], (inset) and by the
dotted line.

The spectral function I, (w) of the Hamiltonian is calculated by the numerical diagonalisa-
tion in truncated Hilbert space for the H, modes and integrated with the Gaussian instrumental
resolution function of width ~ 41meV as described in section 4.12. Thus one can fit the PES
in a wide energy region as shown in Fig.8.17 with
g” being the fitting parameters. Due to an exact treatment of A,(2) mode the highenergy part
of PES including the maximum at ca.3000 cm ™" is better represented compared with the vari-
ational analysis by Gunnarsson et al. The coupling with high frequency phonons w, > 0.096eV
dominates in the electron-phonon interaction as one can see in the inset of Fig.8.17, where the
coupling to the A,4(2) high-frequency mode turns out to be most important. This fact as well
as the observation of the phononsided bands in PES by itself suggest that the nonadiabatic
small polaron theory of this book rather than the adiabatic Migdal-Eliashberg approach should
be applied to M,Cygp.

5.10 Conclusion

In this book we have put forward a multi-polaron theory of low-mobility solids. We believe
that this theory is the only possibility for a description of what happens to the BC'S model for
superconductivity, in which

kpT,. ~ hwexp(—1/X) (8.24)

with A = VN (EFr), if A becomes greater than unity. Some time ago Noziéres and Schmitt-
Rink (1985) described how the width in real space of the Cooper pairs would decrease and
the binding energy increase with the increasing attraction between electrons and (or) with the
decreasing density. This evolution can be modeled through a Hubbard Hamiltonian with a
negative Hubbard U < 0. But it is not correct to apply such a model to a system of carriers
strongly coupled with phonons or any other bosonic field. As we discussed in our book A > 1
is the condition for small polaron formation and A > 0.5 is the condition for small bipolarons.
Therefore at A ~ 1 there should be a narrowing of the whole electron band and a nearly
discontinuous increase in the effective mass together with a strong attractive force between the
carriers, now polarons, if

A > e (8.25)
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where p, is the bare Coulomb (pseudo)potential. We argue that the basic phenomenon
that allows the high T, value is that of the polaron narrowing of the band canceling the small
exponential factor in the BC'S formula as discussed in section 5.3. Carriers become heavy due
to the phonon cloud surrounding each of them, and heavy particles readily form real-space
bound pairs well above the critical temperature 7,.. Therefore the transition to a charged Bose
liquid is firmly predicted.

Is it obvious that A in high- 7, materials is large enough to form small polarons and A >
ie T They are doped Mott insulators. Except for the fact that the undoped materials are
antiferromagnets and of high dielectric constant the nature of the carriers will be similar to
that in S7 : B : holes tunneling in a narrow band. The strong correlations will further decrease
the bandwidth and therefore increase the bare N(E) in a rigid lattice - just the condition
for large A\. This conclusion is perfectly confirmed by the numerical calculations within the
Holstein ¢ — J model, as discussed in section 5.5. One can argue that the Coulomb repulsion is
not suppressed in narrow bands because there is no retardation contrary to the wide-band BC'S
superconductors. But it is well established for some simple metals that A > u. even without
retardation and the static dielectric constant €(g, 0) is negative for finite ¢. Many models with
a pure ’electronic’ mechanism of pairing have been discussed in the literature during the last
decade. To the best of our knowledge none of them has explained how to
overcome the direct Coulomb repulsion by the exchange Coulomb attraction. This is quite
unlikely at the small distance of the order of two lattice constants, which is the characteristic
size of pairs in high- T, oxides. In contrast, the question does not arise for the electron-phonon
interaction. The Coulomb repulsion in ionic solids is screened by polar optical phonons and
the deformation potential rather easily makes A > p..

We take the point of view that the carriers in a doped Mott insulator are small bipolarons
surrounded by the spin and lattice polarised region. Both spin and lattice polarisation con-
tribute to the high effective mass m** > 10m,, but only the latter to the isotope effect. In
general, bosons and unbound electrons (or holes) can coexist, but trapping of bosons in a
random field explains alone the metal-semiconductor duality of overdoped copper oxides.

According to the Fermi liquid (FL) scenario high- T, superconductors are metals with a
large Fermi surface of copper electrons. Within this scenario the pronounced deviation from the
canonical FL. behavior are due to the Fermi surface anisotropy and a large damping. We believe
that the existence of the Mott parent insulators suggests just the opposite scenario according to
which high- T, superconductors are doped semiconductors with hole carriers bound into small
bipolarons. All thermodynamic and kinetic properties favor this model.

Some direct evidence that these materials contain a charged 2e Bose liquid would be highly
desirable. We have discussed the thermal conductivity; the contribution from the carriers given
by the Wiedemann-Franz ratio depends strongly on the elementary charge as ~ (e*)_2 and
should be significantly suppressed in case of e* = 2e compared with the Fermi-liquid contribu-
tion. The evidence for e* = 2e is strong, but perhaps not entirely convincing because one has to
subtract the much larger phonon contribution to the heat transport. Stronger evidence comes
from the measurements by Dewing and Salje (1992) of the temperature dependent infrared
absorption band, centered at ~ 0.5 — 0.7eV as discussed in section 8.5.3. The intensities of
absorption and transmission show a pronounced change of the slope of the temperature depen-
dence at T" = T, which is unusual at frequencies as high as 20 times of an estimated BCS
gap. We have explained this observation assuming that below 7. a macroscopic proportion of
singlets are condensed into the state with zero total momentum and hence with zero dipole
moment. Possibly the most striking evidence for the charged Bose-liquid in high- T, oxides
comes from the unusual temperature dependence of the upper critical field H., as discussed in
section 8.5.4. The direct experiment could be the classical Aharonov-Bohm interference above
T, in a mesoscopic oxide with low 7, at low temperatures where the inelastic mean free path is
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large.

In using this model, we have to realise that the insulating properties of a Mott insulator
do not depend on the ordering of the spins; they persist above the Neel temperature, and
arise because the on-site Coulomb repulsion is larger than the polaron bandwidth. From the
observation by Morris and co-workers (Zhao et al (1994)) of the oxygen isotope effect on the
Néel temperature in LayCuO, we know that the polaron band narrowing takes place also in
the Mott insulators.

The problem of low-mobility conductors became a challenging problem about half a century
ago, when the low mobility was observed in transition-metal oxides. The
explanation was found with polarons. With the discovery of high- T, superconductors this
problem received renewed attention. We believe that bipolarons are the explanation.
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6 Application of the polaron-transport theory to o(w) in
leBaQCal_XdeCuzOg, YBaQCu307_8, and
Las; Sr,CuQO4 by D. Mihailovic, Foster, Voss, Heeger

Abstract

We analyze the frequency-dependent photoinduced infrared conductivity, op(w),
obtained from  photoinduced absorption measurements of the insulators
TlyBagyCag 9sGdp.02Cuz0s, YBagCuzOg.3, and LagCuOy4 in terms of opp(w) calculated
from nonadiabatic polaron-transport theory. The calculated opr(w) is in good agreement
with the experimental op(w) in the midinfrared. We also compare op(w) with the
infrared conductivity, o(w), of the high- 7. superconductors TIl3BasCaCugOsg,
YBayCu3zO7, and Laj g5519.15CuO,4. The similar spectral shape and systematic trends in
both op(w) and o(w) indicate that the carriers in the concentrated (metallic) regime
retain much of the character of the carriers in the dilute (photoexcited) regime.
Together, these results imply that in the superconducting cuprates and in their "parent"
insulators, the carriers are polarons dressed with a phonon polarization cloud.

6.0.1 I. INTRODUCTION

An extensive body of infrared reflectance data has established that the normal-state
frequency-dependent  conductivity o(w) of the high-temperature superconductors,
Tly,BayCaCuyOg, YBayCuz Oy, and Lay g5S19.15CuOy consists of a narrow,
temperature-dependent, Drude-like peak centered at zero frequency, and a broad,
temperature-independent excitation in the midinfrared, the so-called "mid-ir" feature. =5
The systematic appearance of the mid-ir feature in o(w) and the direct correlation of its
intensity with doping has been established experimentally for many perovskites (including
Ba;_, Pb,BiOj3, Lay_,Sr,NiOy, SrTiO3, and BaTiO3) . In the cuprate perovskites, similar
correlations exist between the mid-ir peak and high-temperature superconductivity at
moderate doping levels (less than ~ 0.5 holes /Cu).! Further doping into a metallic phase
reduces the intensity of the mid-ir feature 1 as well as 7..11'2 This close correspondence of
the mid-ir intensity with 7, in cuprate perovskites suggests that the origin of o(w) in the
mid-ir warrants further investigation, particularly in relation to the mechanism for
high-temperature superconductivity.

The mid-ir feature in high- T, superconductors has been interpreted by many groups. In the
case of YBayCuzOr_s, it has been attributed to a direct electronic transition distinct from the
Drude-like free carrier contribution at low frequency, ? to a contribution from free holes, but
with an w-dependent scattering rate arising from either a polaron shakeoff of dressed carriers
(which are renormalized by strong interactions with phonons, spin waves, etc.), 2* or to an
intrinsic w dependence of the scattering mechanism. 33

In systems which have large electronic bandwidth, carrier transport can be accurately de-
scribed by adiabatic processes in which the crystal lattice is assumed to be
static with respect to carrier motion (i.e., the Drude model, Fermi liquid theory, etc.). In nar-
rower band systems, carrier motion becomes nonadiabatic. When the sound velocity becomes
comparable to the Fermi velocity, as has been shown to be the case in the cuprates, ** carrier
motion is intimately linked to lattice vibrations. In doped titanates, for example, BaTiO3 and
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SrTiOj3, the origin of mid-ir features in o(w) and their relationship to transport mechanisms
has been a subject of study for many years. %'°~20 Both adiabatic and nonadiabatic mecha-
nisms have been proposed for modeling the transport properties. The application of polaron
transport theory (PTT), in which carriers move nonadiabatically with respect to the lattice,
eventually proved successful as a model of carrier transport in these materials. %1520

In nonadiabatic PTT, carriers interact with both optical and acoustic phonons; the acoustic
phonons determine the temperature-dependent contribution to o(w) near zero frequency ¢ and
the optical phonons give rise to a broad temperature-independent "shakeoff" peak in o(w) in the
midinfrared for temperatures T' < T, where Tp is the Debye temperature. 51920 In addition
to successfully describing the shape of the mid-ir peak in o(w) upon doping, '!* the model
also correctly predicted the dc transport properties '8 of the doped titanates.

In this paper, we apply PTT as a model of the frequency-dependent transport process
experimentally observed as the mid-ir features in o(w) in the high- 7, cuprates, restricting
ourselves to carrier interactions with optical phonons. %17 The calculated opr(w) is fit to the
photoinduced infrared conductivity, op(w), obtained from photoinduced absorption (PIA)
measurements of the insulating precursor materials, 2'~2* where the carrier concentration is in
the dilute limit and carrier-carrier interactions are thus assumed to be negligible. These
spectra are compared to the infrared conductivity o(w) obtained from Kramers-Kronig
analysis of reflectivity mea-
surements in the doped, metallic (superconducting) materials. The similar spectral shape and
consistent trend toward lower energy of the mid-ir peak in both 0,(w) and o(w) indicate that
carriers in the concentrated (metallic) regime retain much of the character of carriers in the
dilute (photoexcited) regime. We conclude that the mid-ir absorption in
TlyBayCaCuyOg, YBagCuzO7_s, and LayCuO,4 can be assigned to nonadiabatic polaron (or
possibly bipolaron) transport and suggest that the differences between op(w) and o(w) can be
attributed to the onset of carrier-carrier interactions in the concentrated regime. Since we
cannot make any experimental distinction between polaron or bipolaron transport, we refer to
the carriers simply as polarons.

6.0.2 II. CALCULATION OF o¢(w) AND COMPARISON WITH EX-
PERIMENTAL RESULTS

The theoretical treatment of polaron transport is based on Holstein’s molecular crystal
Hamiltonian; ?opr(w) is calculated *1%19 in both the low-temperature ( T — 0 ) and high-
temperature limit ( kT > wp/2 ), where wp is the Debye frequency and kp is Boltzmann’s
constant. The opr(w) spectrum reflects the shakeoff of the optical phonon cloud (the localized
distortion) from the polaron as a result of nonadiabatic transport from site to site, with the
peak !9 in the spectrum corresponding approximately to 2E},, where Ej, is the polaron binding
energy. Whereas the original calculation was done by Reik 17 in the limit of strong coupling,
[i.e., with (2E}/kpT) (a/r)® > 1, where kp is Boltzmann’s constant, a is the lattice constant,
and r is the polaron radius|, the theory has been extended by Emin '° to the weak-coupling
regime to include large polarons where the range of the polaron extends beyond one unit cell.

In PTT, the polarons are considered as noninteracting particles 1°=2° in the dilute limit. We
can probe the transport of such isolated carriers by measurements of op(w), and we can probe
the transport of carriers in the concentrated regime from measurements of o(w). However, we
expect departures from the theoretically calculated opr(w) in a system with a high density of
carriers exhibiting collective phenomena (e.g., superconductivity), as is the case in the high- T,
cuprates where o(w) is the response of the carriers at a density in the range of 0.1 — 0.5 per
unit cell.

In the PIA technique, op(w) is derived from (—AT/T) of the insulating precursor com-
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pounds of the same materials, where T' is the transmission, and AT is the change in trans-
mission upon photoexcitation with weak laser light ( & 40 mW /cm? ). In the insulator limit,
where €; > €, the photoinduced infrared conductivity op(w) is related to —AT/T by

op(w) = (ne/dnd)(—AT/T)

where n = ,/€; is the refractive index, d is the absorption length, and c is the speed of light.
The response of the system in the dilute limit, op(w), should correspond closely to the idealized
theoretical model. Thus we compare op(w) with the predictions of PTT. We fit opr(w)
to the mid-ir O'p(CL)) in T].QB&QC&O_Qng0.0QCHQOg, 23YB&2CU306.3, 22 and LagCuO4.21 This ap-
proach is justified because of the observation of infrared active vibrational features in the PIA
(which imply the existence of localized lattice distortions) and because the experimentally
determined effective masses in the cuprates 21724 (see Table I) are similar to the titanates (
3 <m*/m, <30) (Refs. 9 and 26) and thus suggest polaron formation.

The frequency-dependent conductivity opr(w,T — 0) in the low-temperature limit is given
by 15,17

UPT(W, T — O)

2,2 w/w
_ VTN oy (00D o o
h3w?2 ‘ ’ !

w

where 7 is the number of phonons in the polaron polarization cloud, wy is an averaged
phonon frequency, ¢ is the electronic resonance overlap integral, /i is Planck’s constant, and N
is the number density of carriers of charge e;n and wy are parameters describing the electron-
phonon interaction and are related to the electron-phonon coupling constant o;(q) through the
relations

7,9 CK]' (q) Sin
qu a;(q) sin? (

i
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and
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with the sum over the wave vector q of the j th optical phonon branch. The characteristic
frequency wy represents an averaged phonon frequency involved in the carrier hopping, weighted
by the electron-phonon interaction o;(q). If the phonon dispersion is not too large, formula
(3) can be approximated by the more familiar form, 7

nw ) 205(q)sin’ (%Q) (4)

which represents a weighted average of «;(q) over the Brillouin zone. The two parameters
n and wy essentially determine the shape of the spectrum, and the prefactor is a constant
proportional to the square of ¢.

The dashed curves in Fig. 1 show the calculated opr(w) [Eq. (1)] using the parameters n
and wy listed in Table I. The fits to op(w) for TlyBayCaCuyOg and YBayCuzO7_s [Figs. 1(a)
and 1(b)] are excellent over the entire frequency range. The value of wy = 200 cm™? is

consistent with calculated values of a;(q) obtained recently from a linearized-augmented-
plane-wave calculation 27 for YBayCuzO7_s as well as with experimental evidence for strong
coupling of the low-frequency modes from infrared spectroscopy. 2® In addition to the polaron
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TABLE I. Effective masses and parameters describing the electron-phonon interaction.

m*/me N wo(cm™t)
Lay_,Sr,CuQOy 23 10 450
YBaQCU307 13 7 200
Tl,BayCaCuyOg 11 5.6 200

shakeoff, we observe structure from photoinduced localized phonon modes in all three systems;
for T1,Ba;CaCuy0g and YBayCuszOr_s, they 21724 distort the low-frequency edge of the peak
in op(w). These vibrational modes are not described by Eqs. (1)-(3) (which are valid only
above w > wp/2 ) and will therefore be discussed elsewhere. In LayCuQy, the fit is good
for w > 3000 cm~!. The deviations at lower frequency possibly arise from the fact that the
LayCuO,4 PIA experiments 2! were carried out before highest quality materials were available.

In agreement with polaron theory, the values of n and w, obtained from the theoretical fits
for the three systems scale with the polaron effective masses obtained from the PTA data 24 (see
Table I) reflecting a trend in a;(q). In addition, as n and wy (and the effective mass) decrease,
T, of the system increases. We have previously shown 2* that 7T, is inversely proportional to m*
for the cuprates. This behavior is consistent with theories of bipolaronic super-

conductivity which predict kT, = h*n?*m* (Ref. 29), where n is the number of bipolarons
of effective mass m*.

In Fig. 2, we compare the frequency-dependent conductivity o(w), obtained from reflec-
tivity measurements of TlyBayCaCuyOg thin films 4 (7, = 100 K) , YBayCuzO; single crystals
(T, =90 K), and Lay_,Sr,CuQ, ceramic samples 3° (T, = 35 K), with the photoinduced in-
frared conductivity op(w). The similar spectral shape and the consistent trend of the mid-ir
peak toward lower energy in both op(w) and o(w) indicate that carriers in the concentrated
(metallic) regime retain much of the character of carriers in the dilute (photoexcited) regime.

6.0.3 III. DISCUSSION

A number of qualitative observations follow from the comparison of o(w) and op(w) :
(i) In all perovskites exhibiting superconductivity, the peak energy in both o(w) and op(w)

[

shifts toward lower energy as T, of the material increases; from = 1.2eV (12000 cm™') in
Ba;_, Pb,BiO3( Refs. 6 and 31) to ~ 0.5eV (4000 cm™!) in Lay ,Sr,CuO, (Refs. 1, 21,
and 30) to 0.13eV (1300 cm™!) in YBayCuzO7( Refs. 1-3, 5, and 22) and to 0.09eV (950 cm™)
in TlyBayCaCuyOg (Refs. 4 and

23) (see Table II).

(ii) The concurrent shift in energy of both o(w) and op(w) from system to system implies that
both are intrinsic features of the frequency-dependent conductivity and that the origin of the
mid-ir feature is the same in both the dilute and concentrated limits.

(iii) The primary difference between op(w) (the dilute limit) and o(w) (the concentrated limit)
is the broadening of the mid-ir peak which we expect to occur as the carrier concentration
increases to a level at which the exclusion principle and polaron-polaron interactions become
important.

The differences between the experimental spectra obtained in the concentrated and the
dilute limits (Fig. 2) imply that polaron-transport theory ceases to provide an accurate de-
scription of o(w) in the concentrated limit and emphasizes the need for generalization of the
PTT to the concentrated regime appropriate to the metallic phases of the high- T, cuprates.

In a given cuprate system, the energy of the mid-ir peak shifts only slightly to higher energy
with increased carrier concentration. However, the intensity of the mid-ir peak significantly
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FIG. 1. The photoinduced infrared conductivity $\sigma {P
(\omega)$ (solid lines) in the insulator precursors for TlyBasCaCuyOs (top), YBayCuzOr
(middle), and Lay_,Sr,CuO3 (bottom) compared with fits to polaron-transport theory opr(w)
as calculated using Eq. (1) (dashed lines).}

increases until the maximum 7, is reached at approximately 0.12 — 0.25 holes /Cu.b1130 A
similar dependence of o(w) and 7. with doping concentration is seen in the titanates and
bismuthates. %% Recent data on Lay_,Sr,CuO,4 show that upon further doping into the metallic
region (z > 0.2), T, decreases '>'? concurrent with a reduction of the intensity of the mid-ir
feature. Table II compares the energy ( ~ 2E, ) of the mid-ir peak and T, for some cuprate,
titanate, and bismuthate superconductors.

In the present analysis, we have not explicitly considered the effect of spin-wave "shakeoft"
resulting from coupling of carriers to spin excitations (rather than phonons) as a source of
o(w) in the mid-ir. The similarity of the line shapes of the o(w) spectra and the two-magnon
spectra observed in Raman scattering of TlyBasCaCuyOsg, 32YBayCusOr_s, 3% and Lay,CuOy
(Ref. 34) suggest that spin-polaron shakeoff might provide a contribution. A strong spin-
lattice interaction has recently been suggested by the temperature dependence of the two-
magnon relaxation 3° via coupling to the lattice as inferred from Raman scattering experiments.
However, since the electron-phonon interaction arises from the spatial dependence of the transfer
integral t, it is expected to be larger than the spin-phonon interaction which originates in the
spatial dependence of d 2 t?/4U, where d is the magnetic coupling and U is the on-site Coulomb
interaction strength. 3¢ Thus, any contribution to o(w) arising from magnon shakeoff should
be significantly weaker

than the direct contribution to o(w) arising from electron-phonon coupling.

We have not discussed in detail the low-frequency, temperature-dependent part of the o(w)
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FIG. 2. The infrared conductivity o(w) (dashed lines) for $\mathrm{T1
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and Las_,Sr,CuO,4 (bottom) compared with the photoinduced infrared conductivity op(w)
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spectra, 175 which has been attributed to free carriers scattering in the weak-coupling limit
of a quasimetallic system. In the context of polaron transport theory, these free carriers are
dressed polarons with dc transport lifetime (and mean free path) limited by acoustic mode
scattering for kT < hwp and by a combination of acoustic and optical-mode scattering at
higher temperatures.

6.0.4 IV. CONCLUSION

We conclude that the photoinduced infrared conductivity of dilute carriers photoinjected
into TlyBasCaCuy0g, YBayCuzO7_s, and LayCuQOy is well described by nonadiabatic polaron
hopping (polarontransport theory). The similar spectral shape and systematic trends in both
op(w) and o(w) indicate that carriers in the concentrated (metallic) regime retain much of the
character of carriers in the dilute (photoexcited) regime implying that the charge carriers in
the normal state of high- 7. cuprates are polarons or bipolarons. This is in a general sense
consistent with the evidence of ferroelectric distortions (doping-induced distortions correlated
from cell to cell) in the high T, cuprates. 37 Furthermore, the absence of a shift >4 in the mid-ir
feature in o(w) at the superconducting transition suggests that if bipolaronic superconductivity
is present in the cuprates, bipolarons are formed above T..

! For a review, see T. Timusk and D. B. Tanner, in Physical Properties of High Temperature
Superconductors I, edited by Donald M. Ginsberg (World Scientific, Singapore, 1989), p.
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